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1 Introduction 

In consideration of today’s climate issues, optimization of facilities in the process engineering 

field and power generation becomes more important. In the course of this, well-established 

technologies and procedures need to be reviewed in terms of the involved components. An 

important part is the highly accurate investigation and understanding of the utilized fluids in 

process applications. Even though there is a vast quantity of fluids with a comprehensive data 

basis, some fluid states are not easily accessible with conventional measurements with a rea-

sonable uncertainty range. To maintain the access to highly precise fluid properties over the 

entire fluid state, data can be calculated with equations of state. Thus, fluid states of high im-

portance for process engineering, as well as for fundamental research, can often be fully deter-

mined with high reliability.  

In this work a fundamental equation of state for propylene glycol was developed. Propylene 

glycol is an important fluid in cooling process applications, but yet still not sufficiently repre-

sented by the available data. For states in lower temperatures regions, a reliable and accurate 

equation of state for the pure compound is especially needed. Further, highly accurate calcula-

tions of properties are important for the development of mixture models, often involving water 

or carbon dioxide. Propylene glycol is known to improve carbon dioxide injectivity in carbon 

capture and storage (CCS) processes. For this purpose, in order to use propylene glycol in mix-

ture models for combustion gases, a suitable equation of state for the pure compound is urgently 

needed. Prior to the development of the equation of state, a comprehensive literature research 

was carried out to obtain a reliable data base for the fitting process.  

This work starts with a short presentation of the chemical properties of propylene glycol, fol-

lowed by a brief historical review of equations of state and the explanation of the theoretical 

background of equations of state in terms of the Helmholtz energy. Chapter 4 covers an over-

view of the general fitting process and the applied algorithm of Lemmon (2018). Chapter 5 

contains, aside from the investigation of the available data, the presentation of the equation of 

state as well as the comparison of data sets. After the discussion of the extrapolation behavior, 

the work is summarized by pointing out a few difficulties in the process of fitting the equation 

of state for propylene glycol and a short outlook for further investigations of the fluid is given.  
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2 Properties of Propylene Glycol  

Propylene glycol, also known as 1,2-propanediol, is a synthetic produced organic compound 

and with its two hydroxyl-groups it can be assigned to the group of diols (glycols). The pure 

compound is a colorless, odorless, sweetish, viscous, and highly hygroscopic liquid, miscible 

with water, acetone, and chloroform. Propylene glycol, registered under the CAS-Number 57-

55-6, has the chemical formula C3H8O2. The structural formula is presented in Figure 2.1. 

 
Figure 2.1  Structural formula of propylene glycol.  

Propylene glycol is not acutely toxic for humans or animals due to its harmless metabolic by-

products, mainly consisting of lactic or pyruvic acid according to Ruddick (1971). In contrast, 

ethylene glycol is metabolized to toxic acids according to the research of Cox (2004).  

Each of the carbon-atoms forms a different functional group. The second carbon atom is seen 

as chiral or asymmetric because of its four different bonds, and determines the number of two 

stereoisomers of propylene glycol (Le Belvant Hoff rule). The first and third carbon atom, de-

pending on the isomer, form methyl- and hydroxymethyl-groups. The two forms of stereoiso-

mers of propylene glycol are the optically active forms R(-) and S(+). Specifically the two ste-

reoisomers are enantiomers since they are related to each other by reflection. The structural 

isomer of 1,2-propanediol is 1,3-propanediol. The three dimensional structural formula of pro-

pylene glycol is shown in Figure 2.2.  
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Figure 2.2  3D conformer of propylene glycol according to Avogadro by Hanwell et al. (2012). 

Propylene glycol is most commonly manufactured from the noncatalytic hydrolysis of propyl-

ene oxide under high pressure up to 2.17 MPa and a relatively high temperature from 120 °C 

to 190 °C. A large excess amount of water is needed to convert propylene oxide into a mixture 

of 90% propylene glycol and 10% of di- and tri-propylene glycol. After removing water through 

a vaporization process, the glycols are purified by high vacuum distillation. In 1990, 342200 

tons of propylene glycol were produced in the United States. 

Accompanied by its non-toxic character, propylene glycol finds broad application in the food 

industry, pharmaceuticals, and cosmetics. The compound, labeled as humectant food additive 

E1520, is used as a solvent for food colors and flavorings, as well as a desiccant. Propylene 

glycol is also used as a solvent and coupling agent in sanitizers, lotions, pharmaceutical prepa-

rations, or other aqueous solutions according to Martin and Murphy (2000). The aqueous solu-

tion of propylene glycol is known for its excellent antifreeze properties and, thus, can be applied 

in cooling processes as a low temperature heat transfer fluid or in aircraft deicing procedures.  

Propylene glycol molecules presumably have strongly associative interactions due to their two 

hydroxyl groups. Association is the aggregation of atoms and molecules into larger units due 

to weak hydrogen bonds or bridges between hydroxyl groups. In an associating fluid, the asso-

ciated complexes and simple molecules come to an equilibrium. Since propylene glycol is 

highly hygroscopic, it is often found in an aqueous solution in which it shows a more clear 

affinity to be hydrated than to be self-associated. Nevertheless, a peak of hydroxyl group inter-

action between two propylene glycol molecules in a 30 mol-% aqueous solution can be found 

at intermolecular or group distances of around 1.95 Å according to Rhys et al. (2016). Taking 

this into account, pure propylene glycol, without any distribution of hydration, is likely to have 



Properties of Propylene Glycol  4 

a relatively strong associative character. Due to its hygroscopic character, propylene glycol and 

glycols in general are used in the natural gas industry in water removing processes.  

The common use of propylene glycol as an antifreeze is based on the cryoprotective properties 

of the pure compound as well as the aqueous solution. Neat propylene glycol is a glass former, 

absent of any crystal-like structure with more than 68 wt-% in an aqueous solution according 

to the research of Boutron and Kaufmann (1979). As a consequence of the two equimolarly 

present enantiomers, nuclei formation and crystal growth is prevented. The aqueous solution of 

propylene glycol remains amorphous with 50 wt-% or less water at all cooling rates. The glass 

transition behavior and, by implication, also the glass transition temperature TG, are dependent 

on cooling or warming rates, how the glassy state was formed, and the content of water. For an 

aqueous solution of propylene glycol, the glass transition temperature is −105.5 °C with a cool-

ing rate of 2.5 K per minute and a propylene glycol content of 45 wt-% according to Boutron 

and Kaufmann (1979).  

The glass transition can also be seen as the freezing of relaxation processes within the molecule 

or between structural complexes. The relaxation of propylene glycol is determined by three 

distinctly different relaxation processes according to the research of Andersson and Andersson 

(1998). The structural I-relaxation describes segmental motions within the polymer chains or, 

in the case of propylene glycol, within the associated cluster. The freezing of this relaxation 

process is mostly responsible for the glass transition. Motions of the whole associated com-

plexes are attributed to the I.-relaxation. Andersson and Andersson (1998) found out that both 

of these relaxations depend on the molar mass. The third observed relaxation is the fast J-

relaxation at high frequencies, which is ascribed to the motion of a particle in the transient cage 

formed by neighboring molecules according to Köhler et al. (2008). To determine the glass 

transition temperature, the temperature where the abrupt heat capacity change occurs must be 

examined. The jump in heat capacity at TG for propylene glycol can be estimated as  

XY
Z XY

[ =\  1.85 (Angell (1995)). Generally, the jump in heat capacity is a result of the change of 

the liquid’s elastic, vibrational, and thermal properties according to Trachenko and Brazhkin 

(2011). Following the Adam-Gibbs theory, the abrupt change of heat capacity is due to the 

configurational entropy, which goes to zero at a temperature lower than TG. Another explana-

tion for the jump in heat capacity is its coherence to the difference in sampling the minima of 

the potential energy landscape (PEL). As the temperature decreases, “the system becomes 

trapped in one of the minima of the PEL, corresponding to the glassy state” (Debenedetti and 
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Stillinger (2001)). The theory by Trachenko and Brazhkin (2011) supports a purely dynamic 

approach: the jump in heat capacity is caused by the freezing of local relaxation events (LRE), 

which are closely related to the coefficient of thermal expansion (I[/Z). Since the thermal ex-

pansion coefficient is strongly temperature dependent; the heat capacity and its behavior at TG 

follow the abrupt change of IZ to I[ due to the freezing of the LRE. The local relaxation event 

can be viewed as the jump of atoms from their surrounding cage resulting in large-scale rear-

rangements in a liquid phase. Although glass transition temperatures can be determined from 

the jump in heat capacity, the attempts to explain the process of glass transition differ somewhat 

from each other.  

The relevant characteristic thermodynamic properties of propylene glycol as well as the univer-

sal gas constant are listed in Table 2.1. 

Table 2.1  Characteristic thermodynamic properties of propylene glycol and the universal gas constant. 

Physical Properties Denotation Value Unit Reference 

Critical temperature '( 676.4 K VonNiederhausern et al. (2000) 

Critical density &( 4.5 mol∙dm–3 This work 

Critical pressure  2( 7.82 MPa This work 

Normal boiling point  '] 460.72 K This work 

Triple point temperature  '̂ _ 214 K Martinez (1995) 

Triple point density  &^_,Zab 14.372 mol∙dm–3 This work 

Glass transition temperature '[ 167.65 K Boutron and Kaufmann (1979) 

Molar mass c 76.0944 g∙mol–1 Wieser and Berglund (2009) 

Universal gas constant  d 8.3144598 J∙mol–1∙K–1 Mohr et al. (2012) 

All temperature data are given on the ITS-90 scale.
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3 Equations of State  

This chapter summarizes the historical development of equations of state. Furthermore, the 

equation of state in terms of the Helmholtz energy, being the most common way to calculate 

thermodynamic properties of fluids, is introduced.  

3.1 Common Types of Equations of State 

The first equation of state was formulated by Clapeyron (1834) for a hypothetical ideal gas and 

is written in terms of the pressure 2, the specific volume U, the universal gas constant d, and 

the temperature ': 

 2U = d'. (3.1) 

Each of the thermodynamic properties 2, U, and ' of an ideal gas can be calculated in terms of 

the other two. For a homogeneous pure compound, equations of state can be written in their 

implicit form  

 f(2, U, ') = 0. (3.2) 

In 1873, van der Waals developed a cubic equation of state, first taking interaction forces of 

molecules into account and, thus, approaching real gas behavior of fluids. Furthermore, the van 

der Waals cubic equation  

 2 =
d'

U − h
−
i

U@
, (3.3) 

was the first published equation of state, and could be applied to calculate the thermodynamic 

properties of supercritical states as well as vapor-liquid equilibrium. The parameters i and h in 

Eq. (3.3) are called van der Waals constants. The coherence pressure i is a reducing parameter 

to the ideal pressure of a gas, considering attractive forces between molecules, whereas the 

covolume h limits the total volume occupied by the gas to a volume that allows for the actual 

movement of the molecules. Due to the cubic character of isotherms in the vapor-liquid equi-

librium region of a substance, the van der Waals equation has three specific volume roots. The 

highest and lowest root can be assigned to the volume of the liquid and vapor phase, while the 

middle root represents an unstable and physically unaccessible solution. As the fluid approaches 

the critical point, the densities of the vapor and liquid phases approach the same value. The 
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critical isotherm exhibits a saddle point and gives the second condition for solving the root of 

the specific volume and the two van der Waals constants: 

and 

i =
27

64

d@'(
@

2(
 

h =
1

8

d'(

2(
. 

(3.4) 

Depending on the substance, the van der Waals constants can, thus, be determined from the 

critical parameters. Today, common cubic equations similar to the van der Waals equation of 

state (e.g., Soave (1980) modification of Redlich-Kwong, Peng and Robinson (1976), etc.) are 

frequently used due to obtain computational efficiency, but often lack the required accuracy.  

In 1901, Kamerlingh Onnes (1901) introduced the virial equation of state 

 
2(', &)

&d'
= "(', &) = n + 4(')& + 5(')&@ + 6(')&? +⋯, (3.5) 

which describes the intermolecular forces with a series of viral coefficients. " is the compress-

ibility factor and B, C, and D are the second, third, and fourth virial coefficients describing the 

interactions of two, three, and four molecules, respectively. At the point where a gas approaches 

ideal behavior, the density approaches zero. The volume occupied by the substances becomes 

very large compared to the volumes of the molecules, indicating that there is no interaction 

between molecules. Applying the limit for an ideal gas (& → 0) to the virial equation of state, 

 lim
	s→t

2(', &)

&d'
= lim

s→t
"(', &) = 1, (3.6) 

the first virial coefficient can be set to n = 1, describing the ideal gas behavior for ". The real 

gas character, taking intermolecular forces into account, is displayed by the higher virial coef-

ficients. The great advantage of the cubic equations of state was the capability to model the 

gaseous and gas-like supercritical states with significantly higher accuracy. To cover the entire 

fluid region without an excessive number of virial coefficients, which could lead to dispropor-

tional physical behavior due to the high flexibility, a comprehensive extension of the virial 

equation of state Eq. (3.5) was needed. An extension of this type was first considered by Ben-

edict et al. (1940) (BWR equation): 

 
2(', &)

&d'
= "(', &) = 1 +uvw'

xy

A

wz>

&{y +uvw'
xy

|

wz}

&{yexp Å−Ç
&
&_\ É

@
Ñ. (3.7) 
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The adjustable coefficients vw are used to fit the equation of state to the specific substance and 

contribute to a qualitatively correct representation of properties in the entire fluid region ac-

cording to Span (2000). The exponential terms were introduced to reduce the number of terms 

to eight. By introducing the reducing parameter for the density &_, a fluid specific property 

contributes to the equation of state, since &_ is equal to the critical density of the substance.  

Over the next 30 years, equations of state were developed that were derived from the BWR 

type-equation of state to describe properties of selected fluids even more accurately, especially 

for vapor-liquid equilibrium. An important requirement for the successful development of 

highly accurate equations of state was the continuous improvement of optimization algorithms 

according to Span (2000). One of the outstanding advances when developing an equation of 

state was the capability of fitting coefficients to 2&' and phase equilibrium data simultane-

ously. The two most representative equations of state of this period are the Bender-type equa-

tion of state of Bender (1970), which contains 19 substance dependent coefficients, and the 

modified BWR-type equation of state by Jacobsen and Stewart (1973). 

In the 1980s, equations of state in terms of the Helmholtz energy became common due to the 

fact that pressure explicit equations of state need to be integrated to calculate caloric properties. 

The integration of each term of the pressure explicit equations of state is computationally ex-

pensive when it is done numerically. Aside from calculational speed, equations of state in terms 

of pressure (or compressibility factor) have no general disadvantage, since terms are always 

formulated in a way that numerical integration is possible according to Span (2000). Therefore, 

pressure explicit equations of state are still in use today to calculate thermodynamic properties, 

both thermal and caloric, of substances in engineering applications without requirements on 

high accuracy. For applications that require high accuracy, equations of state in terms of the 

Helmholtz energy are well established to calculate thermal and caloric properties for pure fluids 

as well as for mixtures.  
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3.2 Fundamental Equations of State in Terms of the Helmholtz  
Energy 

The Helmholtz energy i(', U), the Gibbs energy Ö(', 2), the internal energy Ü(U, á), and the 

enthalpy ℎ(2, á) are the four well-known fundamental equations of state. All thermodynamic 

properties can be calculated from a combination of the equation and its derivatives with respect 

to the independent variables temperature ' and density &. Due to the fact that the entropy á is 

a non-measurable independent variable, the internal energy as well as the enthalpy are less 

suitable as fundamental equations of state. The Gibbs energy is an important property when 

studying phase transitions. However, the first derivative is not continuous when crossing the 

phase boundary and, therefore, a supplementary equation is needed to obtain properties over 

the entire range of thermodynamic states. Since the fundamental equation of state in terms of 

the Helmholtz energy as a function of temperature and density is a continuous function over the 

entire fluid state, it is the most convenient method for calculating thermodynamic properties, 

including two-phase states and properties in the critical region.  

The molar Helmholtz energy i is defined by 

 i(', &) = Ü − 'á. (3.8) 

Helmholtz equations are often formulated and applied in their reduced form, I(S, N), as  

 I(S, N) =
i(', &)

d'
 (3.9) 

with S = '_ '⁄  and N = & &_⁄ . In most cases the critical parameters '( and &( are used for '_ 

and &_ in order to reduce the density and temperature. The molar Helmholtz energy itself is 

reduced by temperature and the gas constant d and is further separated into two parts 

 I(S, N) = I∘(S, N) + I_(S, N). (3.10) 

The ideal part I∘ describes the hypothetical ideal gas behavior at a given state determined by 

temperature and density. The residual part I_ describes the interactions of molecules that con-

tribute to the behavior of the real fluid.  
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3.2.1 Ideal Part 

Similar to Eq. (3.8), the molar Helmholtz energy for the ideal gas can be written as  

 i∘(', &) = Ü∘(') + 'á∘(', &). (3.11) 

The internal energy of the ideal gas Ü∘(') is defined by  

 Ü∘(') = Üt
∘ + ä Xã

∘

å

åç

d', (3.12) 

where Üt∘  is the reference internal energy and Xã∘ is the isochoric heat capacity of the ideal gas. 

The ideal entropy in Eq. (3.11) can be formulated as  

 á∘(', &) = át
∘ + ä

Xã
∘

'

å

åç

d' − dlnè
&

&t
ê (3.13) 

and the reference density &t can be calculated from the thermal equation of state for the ideal 

gas:  

 &t =
2t

d't
. (3.14) 

With equations (3.12) to (3.14), the Helmholtz energy for the ideal gas can be expressed as  

 i∘(', &) = Üt
∘ − 'át

∘ + ä Xã
∘d'

å

åç

− ' ä
Xã
∘

'
d' +

å

åç

dln è
&

&t
ê. (3.15) 

In order to obtain the temperature dependence of the ideal part, an equation for the isochoric 

heat capacity of the ideal gas needs to be developed. An empirical formulation of the ideal 

isobaric heat capacity is given by Wagner and Span (1993). It can be transferred into the iso-

choric heat capacity of the ideal gas according to Xã∘ = XY∘ − d:  

 
XY
∘(')

d
= vt

∗ +uvw
∗'xy

∗

ëíìî

wz>

+ u ïw è
Qw

'
ê

@ exp(Qw '⁄ )

[exp(Qw '⁄ ) − 1]@
.

ëíìîòëíô

wzëíìîò>

 (3.16) 

Each of the terms in Eq. (3.16) contributes to the internal energy on the macroscopic scale or 

the kinetic energy on the microscopic scale of the ideal gas. The polynomial terms in Eq. (3.16) 

represent the temperature dependence of the isobaric heat capacity at moderate to low temper-

atures, and can be used for sufficiently high accuracy over a limited temperature range. To 
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avoid an increasing number of polynomial terms to represent higher temperatures, it is more 

convenient to introduce the Planck-Einstein terms to Eq. (3.16). With these terms, the heat ca-

pacity can be calculated in a broad temperature range with high accuracy and good extrapola-

tion behavior. Nowadays, polynomial terms are avoided in modern equations of state. 

In the following, considering classical mechanics, the contributions of translation, external ro-

tation, and vibrational modes to the dynamic state of an ideal gas are explained. The dynamic 

state can be seen as internal energy on a macroscopic scale and is responsible for the ideal-gas 

heat capacity according to Span (2000). Defining a simplified isobaric heat capacity for the 

ideal gas  

 XY,öaõú
∘ = Xã,öaõú

∘ + d = X^_ùûö + X_ü^ + X3a† + d (3.17) 

implies the assumption that the contributing effects do not interact with each other. While the 

contribution of translation and internal rotation can be derived straightforwardly from the tran-

sitional and rotational degrees of freedom of the molecule, the internal vibrations are described 

by the Planck-Einstein terms. Nonetheless, a few assumptions are made to determine X^_ùûö and 

X_ü^. For the ideal gas, all three degrees of freedom for translational movements are fully excited 

due to the fact that intermolecular forces are neglected. This assumption is for most fluids valid 

at temperatures ' > 10-10 K according to Span (2000). Each degree of freedom contributes 

1 2⁄ d to the heat capacity, yielding  

 X^_ùûö =
3

2
d. (3.18) 

Assuming a rigid molecule without changes in shape due to increasing rotational speed or vi-

bration, the moment of inertia can be treated as temperature independent and, thus, each fully 

excited mode of external rotation contributes 1 2⁄ d to heat capacity. Non-linear molecules are 

excitable in three rotational directions, however linear molecules only rotate around two axes. 

For a non-linear molecule, such as propylene glycol, the contribution of external rotation to the 

ideal-gas heat capacity is  

 X_ü^ =
3

2
d. (3.18) 

Assuming only harmonic oscillation behavior of molecules, the influence of internal vibration 

on the heat capacity is considered by the Planck-Einstein terms: 
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 Xw

d
= è

Qw

'
ê

@ exp(Qw '⁄ )

[exp(Qw '⁄ ) − 1]@
. (3.19) 

In accordance to Span (2000), the assumption of harmonic oscillation yields convenient results 

in a moderate temperature range. With the assumption of a rigid rotator and harmonic oscillator, 

the simplified heat capacity of the ideal gas in Eq. (3.17) yields 

 
XY,öaõú
∘

d
= £1 +

X^_ùûö

d
+
X_ü^

d
§ +uïw è

Qw

'
ê

@ exp(Qw '⁄ )

[exp(Qw '⁄ ) − 1]@
.

ëíô

wz>

 (3.21) 

In theory, the parameter ïw equals one, except for multiple vibration modes with identical wave 

numbers. In reality, the characteristic temperature of the •-th vibrational mode Qw, and the pa-

rameter ïw, are adjustable values. This approach primarily shortens the equation and accounts 

for empirical corrections of the prementioned simplifications as well. For propylene glycol, Eq. 

(3.21) results in  

 
XY,öaõú
∘

d
= 4 +uïw è

Qw

'
ê

@ exp(Qw '⁄ )

[exp(Qw '⁄ ) − 1]@
.

ëíô

wz>

 (3.22) 

With the intention to model heat capacity for a simple molecule at moderate temperatures, the 

approach in Eq. (3.22) yields accurate and convenient results. For higher temperatures and more 

complex molecules, the model of a rigid, harmonic oscillator can not be applied and further 

considerations are needed (Span (2000)). 

To obtain the reduced Helmholtz energy equation of state, it is easier to formulate Eq. (3.16) in 

terms of the isochoric heat capacity of the ideal gas Xã∘ as a function of the reduced temperature: 

 
Xã
∘(S)

d
= vt +uvwS

xy

ëíìî

wz>

+ u ïw è
QwS

'(
ê

@ exp(QwS '(⁄ )

[exp(QwS '(⁄ ) − 1]@
.

ëíìîòëíô

wzëíìîò>

 (3.23) 

The reduced parameters can be defined by vt = vt
∗ − 1, vw = vw

∗'(
xy
∗

, and ¶w = −¶w
∗ and S is 

the inverse reduced temperature '( '⁄ . The isochoric heat capacity of the ideal gas is directly 

related to the second derivative of the reduced Helmholtz energy with respect to the reduced 

temperature S according to Span 2000: 

 ß
®@I∘

®S@
©
™

= −
Xã
∘

dS@
. (3.24) 
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Twofold integration of Eq. (3.24) yields the Helmholtz energy of the ideal gas: 

 

i∘(S, N) = X´´ + X´S + vt ln(S) + ln	(N) −u
vw

¶w(¶w − 1)
Sxy

ëíìî

wz>

+ u ïw ln[1 − exp(−QwS)]

ëíìîòëíô

wzëíìîò>

. 

(3.25) 

The integration constants X´ and X´´ describe the relation of zero states of caloric properties to 

the Helmholtz energy or to its first derivative with respect to S (Span (2000)). The reference 

state can arbitrarily be chosen. For propylene glycol the normal boiling point is considered as 

an appropriate reference point. At &.(2 = 1 atm) and 'öù^(2 = 1 atm) the enthalpy and entropy 

are equal to zero.  

3.2.2 Residual Part 

The residual part of the Helmholtz energy describes real fluid behavior differing from the ideal 

part, which is derived from statistical thermodynamics. Although thermodynamic properties 

are related to terms in the residual part, its parameters are treated empirically. Generally, the 

residual part can be defined by 

 

I_(S, N) = I¨üZ
_ (S, N) + I≠Æú

_ (S, N) + I[]Ø
_ (S, N) + I∞±

_ (S, N) 

=uvwS
xyN{y +

ëíìî

wz>

u vw

ëíìîòëô≤≥

wzëíìîò>

SxyN{yexp(−MwN
Yy)

+ u vw

ëíìîòëô≤≥òë¥µ∂

wzëíìîòëô≤≥ò>

SxyN{yexp(−Pw(N − Ow)
@ − Jw(S − Mw)

@). 

(3.26) 

The polynomial and exponential terms of the reduced Helmholtz energy equation (3.26) are 

similar to the pressure explicit equation of state Eq. (3.7) of Benedict et al. (1940), accurately 

representing the homogeneous region as well as the vapor-liquid phase equilibrium of the real 

fluid. The density exponents ∑w and 2w need to be positive integers for the residual part of an 

ideal Helmholtz energy equation near zero density go to zero along with all its derivatives with 

respect to density. The temperature exponents ¶w must be positive and have an infinite contri-

bution to the Helmholtz energy near zero kelvin. The broad range for temperature and density 

exponents allows high flexibility to the equation of state, with some restrictions, explained more 
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closely in chapter 4. As already mentioned in Section 3.1, derivatives can be calculated analyt-

ically for any combination of parameters. 

The polynomial and exponential terms can describe the fluid behavior for most states. None-

theless, those terms fail near the critical region in regards to the required accuracy. Thus, addi-

tional terms are needed to both yield larger gradients of derivations of Helmholtz energy and 

leave the non-critical region unaffected. Therefore, the Gausssian bell shaped (GBS) terms were 

first introduced by Haar et al. (1982) and later adjusted by Setzmann and Wagner (1991) with 

remarkable accuracy in representing thermal and caloric properties in the critical region. The 

number of Gaussian bell shaped terms are usually kept in the range of three to five.  

Besides the GBS terms, there are non-analytical terms I∞±_ , which can describe the properties 

of the isochoric heat capacity and the speed of sound at their critical maximum and minimum, 

respectively, and were first introduced by Span (2000). Non-analytical terms were only used 

for the equations of carbon dioxide and water and are unlikely to be used again, since high 

numerical expansions occur for its derivatives and the advantages in accurately describing the 

properties are limited to a narrow region around the critical point.  

3.2.3 Thermodynamic Properties and Their Relation to the Reduced Helmholtz 
Energy 

As already pointed out, the great advantage of a fundamental equation of state in terms of the 

Helmholtz energy is the unrestricted ability to write each thermodynamic property, both thermal 

and caloric, in terms of the ideal or the residual part and their derivatives. Table 3.1 displays 

the relation between selected thermodynamic properties and the reduced Helmholtz energy. The 

abbreviations for the partial derivatives of the reduced Helmholtz energy mentioned in Table 

3.1 are given in Eqs. (3.27) to (3.31). The following expressions are valid for both the ideal and 

residual reduced Helmholtz energy. 

I∏ = è
®I

®S
ê
™

 (3.27), I∏∏ = ß
®@I

®S@
©
™

 (3.28), I™∏ = ß
®@I

®N®S
© (3.29), 

IN = è
®I

®N
ê
∏

 (3.30), I™™ = ß
®@I

®N@
©
∏

 (3.31).   
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Table 3.1  Definition of thermodynamic properties and their relation to the reduced Helmholtz energy. 

Property  Relation to the reduced Helmholtz energy   

Pressure 

2(', &) = −è
®i

®U
ê
å

 (3.32) 
2

&d'
= 1 + NI™

_  (3.33) 

Entropy 

á(', &) = −è
®i

®'
ê
ã

 (3.34) 
á

d
= S(I∏

∘ + I∏
_) − I∘ − I_ (3.35) 

Internal energy 

Ü(', &) = i − 'á (3.36) 
Ü

d'
= S(I∏

∘ + I∏
_) (3.37) 

Enthalpy 

ℎ(', &) = Ü + 2U (3.38) ℎ

d'
= 1 + S(I∏

∘ + I∏
_) + NI™

_  (3.39) 

Isobaric heat capacity 

XY(', &) = −è
®ℎ

®'
ê
Y

 (3.40) 
XY

d
= −S@(I∏∏

∘ + I∏∏
_ ) +

(1 + NI™
_ − NSI™∏

_ )@

1 + 2NI™
_ + N@I™™

_  (3.41) 

Gibbs energy 

Ö(', &) = ℎ − 'á (3.42) 
Ö

d'
= 1 + I∘ + I_ + NI™

_  (3.43) 

Speed of sound 

π(2, ') = ∫è
®2

®&
ê
ª

 (3.44) 
π@

d'
= 1 + 2NI™

_ + N@I™™
_ −

(1 + NI™
_ − NSI™∏

_ )

S@(I∏∏
∘ + I∏∏

_ )
 (3.45) 

Second thermal virial coefficient 

4(') = lim
s→t

º
®£

2
&d'

§

®&
Ω

å

 (3.46) 4&_ = lim
™→t

I™
_  (3.47) 

Third thermal virial coefficient 

5(') =
1

2
lim
s→t

º
®@ £

2
&d'

§

®&@
Ω

å

 (3.48) 5&_
@ = lim

™→t
I™™
_  (3.49) 
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4 Fitting Equations of State 

Fitting generally means adjusting parameters of a given functional form, which are exponents, 

coefficients, and other parameters of equations of state, to approach the underlying experi-

mental data in the best possible way. In this work, the fundamental equation of state is expressed 

in terms of the Helmholtz energy as a function of temperature and density.  

Reducing flexibility of the functional form, such as limiting the number of terms, ensures a 

suitable physical behavior and reasonable extrapolation. In order to get a highly accurate equa-

tion of state, it is of importance to use different properties in a broad range of temperature and 

pressure. The quality of the used data sets is most important, since this is the most important 

condition for quality and accuracy of the developed equation of state, which should represent 

all underlying data within their experimental uncertainties. Since measurements are difficult to 

carry out for very high or low temperatures and pressures and usually around the critical point, 

constraints ensure correct physical extrapolation of the equation of state.  

All of the parameters of equations of state are adjustable. To maintain the correct physical be-

havior of equations of state, the influence of each parameter is of major interest for the correla-

tor, as well as the consideration of rough guidelines for temperature and density exponents. 

Temperature exponents, as discussed in section 3.2.2, do not necessarily have to be integer 

values, but should remain positive. Density exponents are restricted to positive integers, since 

derivatives with respect to density have to vanish for & → 0, which represents an ideal gas with 

no molecular interaction. Non-integer exponents on density would result in an infinite value at 

zero density for certain derivatives of pressure. Since the viral expansion  

 
" − 1

&
= 4 + 5& + 6&@ + ⋯, (4.1) 

derived from Eq. (3.5) represents the correct transition from ideal gas to real gas behavior, the 

density exponents are directly related to the virial coefficients. The viral expansion in Eq. (4.1) 

is shown in Figure 4.1. 
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Figure 4.1 Left: (" − 1)/& as a function of density for selected isotherms in the range from 100 K to 700 K 

for propane. Right: Higher resolution of the grey marked area in the left plot. Figure according to 
Thol (2015).  

The second virial coefficient 4 represents the intercepts with the ordinate, the third virial coef-

ficient 5 is the slope, and the fourth coefficient 6 determines the curvature of the virial expan-

sion in Eq. (4.1) and Figure 4.1. While approaching ideal gas behavior (& → 0), the contribution 

from the third and fourth viral coefficients is negligible. Higher virial coefficients can be used 

to represent the fluid in the higher density region and with sufficiently high coefficients, even 

the liquid behavior can be modeled. The final equation of state has to have at least one term 

with density exponents of one, two, and three, representing the virial coefficients 4, 5, and 6, 

respectively, to ensure the correct transition from ideal gas to real gas behavior. 

In the following, the fitting procedure is explained and presented in further detail. Fitting algo-

rithms for developing equations of state can roughly be categorized as linear and non-linear 

procedures. The difference between them is the way how experimental data are used and cor-

related by least-squares fitting.  

The advantage of nonlinear fitting is the ability to use all properties as an input, without any 

transformation, whereas with linear fitting, preliminary equations are needed to obtain the in-

dependent variables of density and temperature from measured properties such as pressure and 

temperature. Nonlinear fitting procedures also benefit by being able to more easily control the 

extrapolation behavior and two phase behavior, since inequality criteria can be used. Nonlinear 

algorithms are able to control the shapes of equations of state with the use of inequalities to 

compare expected behavior against how the current equation is behaving. Linear fitting proce-

dures often involve extrapolation by hand and a manual determination of data points to yield 

the right shape. The fitting approach determines how the adjustable parameters of the equation 
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of state are obtained by the method used to reduce the overall sum of squares of the deviations 

of calculated properties from the input data. The nonlinear approach uses the equation 

 SSQ =u¿s,w¡s,w
@ +

ë

wz>

u¿Y,¬¡Y,¬
@

√

¬z>

+u¿ƒ,≈¡ƒ,≈
@

∆

≈z>

+ ⋯. (4.2) 

In Eq. (4.2), ¿«  is the weight for each data point of the thermodynamic property V as selected 

by the person implementing the fit. The deviation ¡« is defined by  

 ¡« 	=
V»ù^ù − V≠…Ø

V»ù^ù
. (4.3) 

The sum of squares is a convenient benchmark used to evaluate the representation of all fitted 

data points and constraints by the current equation of state. 

The weight on each data point controls the contribution of that point to the fit. The absolute 

value is not an appropriate scale to evaluate the quality of the equation of state with respect to 

the underlying data sets. The more important issue in setting the individual data weights is 

considering experimental or statistical uncertainty of each weighted data point, as well as the 

type of thermodynamic property. Furthermore, property measurements, for instance in the crit-

ical region or at phase boundaries, yield different kinds of uncertainties. The correlator should 

pay attention to the source of data, which can be estimated from simulations or obtained from 

measurements. Hence, quality of data are highly dependent on either the chemical model used 

to approach the real behavior of the compound or the apparatus used to measure each type of 

property. 

During the fitting process, the correlator needs to consider the deviation output, displaying rel-

ative and weighted deviations of each data point of a property, as well as the constraints used. 

This gives an idea of the quality of the fitted equation of state at that point in time, and how the 

data are represented by the equation. With close understanding of the uncertainties of each data 

point, setting higher weights forces the fitting procedure to more closely match particular data 

points. 

The quality of equations of state is also assessable by investigating thermodynamic diagrams. 

Those can be obtained from REFPROP (REFerence Fluid PROPerties) by Lemmon et al. 

(2018), a program used for calculating thermodynamic and transport properties of fluids. The 

2018 released version 10.0 of REFPROP includes 147 pure fluids. When the current equation 
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of state is added, REFPROP can show thermodynamic diagrams from that equation. Although 

underlying data can be represented correctly by the equation of state, it might still fail close to 

phase boundaries or in the critical region due to incorrect physical behavior. Incorrect behavior 

can be easily detected by unreasonable shapes of the thermodynamic diagrams, for instance by 

abrupt changes in isotherms or missing saturation lines in the critical region. Consequently, 

both deviation plots of data points and thermodynamic diagrams must be considered. Weighting 

constraints helps to control extrapolations by creating barriers for slopes, curvatures, or even 

higher deviations, and by shaping the isotherms or saturation lines to their correct form. The 

problem in setting constraints to obtain a specific shape lies within the prediction of supposedly 

correct behavior of thermodynamic properties for the particular fluid being fitted in regions 

where no experimental data are available. To predict certain behavior of properties, the corre-

lator requires a well-developed reference equation of state of a comparable fluid, which reveals 

similar chemical behavior and structure. This requirement was one of the most challenging 

aspects in this work because the physical behavior of propylene glycol significantly differs from 

the behavior of other well-known fluids due to its special chemical characteristics, cf.  

Section 2.  

A quantity that can be used to confirm the correct extrapolation behavior are ideal curves. Along 

ideal curves one property of the real fluid is equal to the corresponding property of the hypo-

thetical ideal gas. Ideal curves are usually shown in reduced logarithmic temperature and pres-

sure diagrams, as demonstrated in Figure 4.2. For simple molecules, the Boyle curve, Ideal 

curve, Joule-Thomson curve, and sometimes even the Joule inversion curve lie within regions 

where experimental data are available. This is not the case for more complex molecules with 

higher critical temperatures, as for propylene glycol, due to the strong association character. 

Thus, the basic shape is determined by extrapolations and gives a reasonable idea of the quality 

of the equation of state. The limited range of experimentally available data for propylene glycol 

and for comparison also for pentane and methane are shown in Figure 4.2. The pressure range 

of propylene glycol is determined excluding the high-pressure measurements of Bridgman 

(1932) (see section 5.6). 
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Figure 4.2 Typical plot of the considered ideal curves for the truncated and shifted Lennard-Jones model in 

a reduced double-logarithmic pressure and temperature diagram according to Thol et al. (2015). 
Ranges of available data for propylene glycol (PGC), pentane, and methane are included. PGC 
data range without consideration of data obtained by Bridgman (1932). 

Comparing with existing equations of state for other fluids with similar chemical properties and 

extrapolation behavior is the best method to determine how the fitted fluid is performing. Even 

more important is to find a suitable fluid with a well-developed equation of state for use as the 

starting point in the development of the new equation of state. For propylene glycol, the equa-

tion of state of ethylene glycol by Zhou and Lemmon (2018) with 21 terms (seven polynomial, 

seven exponential, and seven GBS terms) was used.  

  

methane

pentane
PGC
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5 The Equation of State for Propylene Glycol 

In this chapter, the fundamental equation of state in terms of the Helmholtz energy of propylene 

glycol is presented, as well as the ancillary equations used for calculations at vapor-liquid 

boundaries. To illustrate the accuracy of the equation of state, calculated property values are 

compared to the experimental data, with a closer look at the underlying data sets, to which the 

equation of state was fitted. The extrapolation behavior of the final equation of state is also 

evaluated with an analysis of the shape of thermal and caloric properties and ideal curves. 

5.1 Data Analysis 

Before starting the fitting process to develop the equation of state, all data sets need to be ac-

quired from the literature, optimally covering the fluid state over a broad temperature and pres-

sure range. In order to find publications containing properties of propylene glycol, the databank 

Thermo Data Engine (TDE) of the National Institute of Standards and Technology was used 

and supplemented by a comprehensive literature research. All data sets were converted to the 

ITS-90 scale and SI- units. In the process of fitting, an appropriate quantity and quality of the 

applied data maintains flexibility and accuracy of the equation of state. Consequently, the cor-

relator has to choose data sets considering their measurement uncertainties, influence on other 

data sets, and range of fluid states covered. 

The defined percent deviation of any measured or estimated data point V»ù^ù from the calculated 

property V≠…Ø is 

 ∆V = 100 è
V»ù^ù − V≠…Ø

V»ù^ù
ê. (5.1) 

Data should ideally be represented within the measurement uncertainties. A more convenient 

quantity to compare data sets from different sources with respect to their deviations from the 

equation of state is the averaged absolute relative deviation (AAD): 

  

 AAD =
1

Õ
u|∆Vw|

œ

wz>

. (5.2) 
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In Eq. (5.2), the quantity Õ corresponds to the number of data points for each author and prop-

erty. 

The available data found for developing the equation of state for propylene glycol are included 

in 164 publications with measured data as well as estimated values by group contribution meth-

ods. Altogether, 1357 data points were included, comprising homogeneous densities, vapor 

pressures, isobaric heat capacities, speed of sound, and critical point data. A summary of all 

data points and the actual quantity of fitted data points is given in Table 5.1.  

Table 5.1 Summary of all underlying and experimental data points.  

Property All available data points Fitted data points 

XY 18 5 

XY
ü estimated data from correlations 3 

2&' 885 31 

23 245 13 

π 208 21 

Total 1357 73 

In order to ensure a stable and physically correct behavior of the equation of state, the underly-

ing data sets need to represent the fluid state in a broad temperature and pressure range. The 

measurement techniques, the purity of the sample, and the uncertainty of the apparatus em-

ployed is of great importance. The quality of data sets are closely related to the quality and the 

reliability of the equation of state. Ideally, reliable and reasonable uncertainties of the measured 

quantities are given by the author and can be included in the fitting procedure. Unfortunately, 

older publications usually lack a quantification of measurement uncertainties, but are not sig-

nificantly less likely to contain high quality data. To state the unknown combined uncertainties 

of measurements, all relevant factors need to be taken into account. Only researchers with com-

prehensive knowledge of the apparatuses used and measurement techniques are able to analyze 

the particular uncertainty factors in the measurement.  

5.2 Estimation Methods and Critical Point Considerations 

Due to the limited range of density measurements, the fluid state of homogeneous density at 

high temperatures and within a relatively wide range below the critical temperature at 676.4 K, 

which is measured by VonNiederhausern et al. (2000), is not represented by experimental data. 

The reason for this gap in experimental data is the thermal decomposition of propylene glycol. 
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Propylene glycol already decomposes due to oxidation reactions at modest temperatures of  

400 K to 600 K into acetone, acetaldehyde, formaldehyde, and carbon dioxide via carbon bound 

cleavage according to Diaz et al. (2010). Even at lower temperatures, some dissociation can be 

expected.  

Consequently, the critical properties are difficult to obtain with conventional measurement 

techniques. Nonetheless, a flow method has been developed by VonNiederhausern et al. (2000) 

in order to obtain reliable critical data for thermally unstable compounds like propylene glycol. 

Static, conventional measurements of critical data usually achieve higher accuracy, but can not 

be applied to compounds that are not stable at their critical point. The flow method by Von-

Niederhausern et al. (2000), slightly changed with respect to an earlier method by Wilson et al. 

(1995), is presented. In order to measure critical temperatures of a thermally unstable compound 

with a static method requires an unreasonably fast heat up rate of the sample to avoid thermal 

decomposition. Usually, the heat capacities of heater and sample container interfere with a rapid 

heat up. With the flow method, short residence times avoid thermal decomposition, but also 

demand a high heating rate to reach the critical temperature of the sample passing through the 

tube. Ideally, heat up time and fluid flow rate should be the same. To comply with the above 

mentioned conditions, capillary tubing is used to ensure undisturbed heating of fluid elements, 

almost without any storage of heat within the material. Figure 5.1 shows a detailed scheme of 

the flow apparatus.  

 
Figure 5.1 Schematic of the flow apparatus for measuring the critical temperature and the critical pressure 

according to VonNiederhausern et al. (2000). 
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The advantage of this measurement technique is that accurate temperature scans can be taken 

in a wide time frame, since the temperature bath can be heated smoothly at very low residence 

times of the samples. To obtain the critical temperature and pressure, several temperature scans 

close to the critical point need to be evaluated. A single, sub critical temperature scan is char-

acterized by a flat, horizontal region, indicating isothermal boiling at constant pressure, fol-

lowed by slowly increasing the bath temperature. This behavior does not exist above the critical 

point, where the transition between liquid and gas is indiscernible. Evaluation of several tem-

perature scans at different pressures show a narrow region for the critical temperature at a given 

pressure. Thus, the critical point is inferred by the temperature and pressure where isothermal 

boiling is no longer observed and, therefore, accompanied with several tenth of Kelvin uncer-

tainties due to errors in interpretation. Uncertainty is also caused by impurities and fluctuating 

flow rates of the samples. A few measured series at varying, averaged residence times provide 

a convenient basis for a quadratic extrapolation to zero residence time, which gives the actual 

critical temperature of the compound. Taking the uncertainty of extrapolation into account, the 

overall errors for temperature and pressure are 1 K and 2 %, respectively. The uncertainties of 

critical point measurements for propylene glycol are essentially smaller with values of 0.3 K 

and 0.007 MPa according to VonNiederhausern et al. (2000). Thus, the flow method yields 

sufficiently accurate critical data, where other methods fail. The critical temperature and pres-

sure were finally measured at 676.4 K and 5.941 MPa. Due to the fact that data are obtained 

with a flow method, the measurement of critical density is not possible. VonNiederhausern et 

al. (2000) provides no explanation for the much smaller assumed uncertainty in the measure-

ment of the critical parameters of propylene glycol compared to the overall estimated uncer-

tainty of the flow method. 

The difficulty is to get close to the critical point in the first place. If no reliable measured data 

of critical properties are available from other measurements, estimations from group contribu-

tion methods can also be taken into account. The most established method, which is still appli-

cable for a broad field of compounds, is the method of Joback (1984), which is based on an 

earlier group contribution method of Lydersen (1955). Other group contribution methods, e.g., 

by Constantinou and Gani (1994), Wilson and Jasperson (1996), or Marrero and Pardillo (1999) 

differ slightly in terms of group and bond consideration or normal boiling point estimation ac-

cording to Poling et al. (2001). The method of Joback distinguishes between ring and chain 

elements of molecules and takes the difference between alcoholic and phenolic hydroxyl groups 

into account. Contributions of each group are summed, multiplied by the number of occurrences 
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in the molecule and included in the estimation scheme of Joback. Unlike Joback’s method, the 

one by Marrero and Pardillo is more a group interaction method, while Wilson and Jasperson 

also consider atomic contributions. Despite the variability in considering different contribution 

factors, all methods are broadly applicable for the selected substances (Poling et al. (2001) 

Appendix A) and are roughly comparable in accuracy. The error for the critical temperature for 

most of the substances is around 1 %. The critical pressures usually have errors around 5 % 

according to Poling et al. (2001). Generally, accuracy is higher for smaller molecules and by 

using experimental data for the normal boiling point in the critical temperature estimation. 

However, the suitability of these three group contribution methods needs to be closely reviewed 

when considering critical data for propylene glycol. Propylene glycol is considered to be a 

strongly associating substance, which forms cluster of several molecules due to hydrogen 

bonds. Since group contribution methods only consider the effect of groups and their interac-

tions, they might not be suitable to estimate critical properties of associating substances. In fact, 

the critical temperature of propylene glycol, estimated by the method of Joback, is 626 K, which 

is roughly 50 K below the measured temperature of VonNiederhausern et al. (2000). The esti-

mated critical pressure is 6.1 MPa, 0.159 MPa higher than the measured value of VonNieder-

hausern et al. (2000). A different approach for estimating critical data is used by the Quantita-

tive Structure-Property Relationships (QSPR) methodology, which is often combined with the 

Support Vector Machines (SVM) regressions. The idea is to relate the property of interest to 

molecular features derived theoretically from the chemical structure of the compound. The con-

nection between properties and descriptors, is built by regression analysis through the use of 

large collections of data according to Kazakov et al. (2010). However, estimated critical data 

are not considered within the fitting procedure due to the difficulties mentioned above in ob-

taining data for propylene glycol.  

There are no data for the isobaric heat capacity of the ideal gas for propylene glycol. The Joback 

group contribution method according to VDI Wärmeatlas (2013) was used, to obtain an estimate 

of the data range. The isobaric heat capacity of the ideal gas consists of two major contributions: 

the temperature independent part, representing the translatational and rotational energy, and the 

temperature dependent part, considering vibrational energy of the molecule (see section 3.2.1). 

Joback’s equation is defined by a constant and three temperature dependent polynomial terms 

(see VDI Wärmeatlas (2013)): 
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The coefficients n, 4, 5, and 6 are estimated in terms of group contributions of propylene 

glycol. As for the critical data estimation, it is expected that Joback’s group contribution method 

is not suitable for propylene glycol, since the associative nature of propylene glycol is not taken 

into account. To underline this assumption, the vibrational behavior of propylene glycol mole-

cules is more closely examined, since the vibrational energy part contributes with three poly-

nomial term to equation (Eq. 5.3). Ahlström et al. (1998) investigated the vibrational density of 

state (DOS), taken from molecular dynamic simulations, for propylene glycol. From this, the 

behavior of frequency bands in different ranges and for different chain length of propylene 

glycol molecules were evaluated. Ahlström et al. (1998) used chains of 1, 2, and 45 molecules 

for their investigation. The low frequency band (below 600 cm–1) reveals a clear peak at  

50 cm–1, which is insensitive to chain length and group interactions within the chain. Neverthe-

less, the peak increases in relative intensity for decreasing molecular size according to Ahlström 

et al. (1998). Thus, the low frequency band can be considered to represent the intermolecular 

vibration or the degrees of freedom of the different chains. Propylene glycol appears to have 

non-negligible vibration energy because of its association, which is not reducible to only group 

interactions. Although Joback’s method is predicted to have deviations of only 1 % to 2 % for 

small molecules according to VDI Wärmeatlas (2013), the method is unlikely to yield suitable 

ideal isobaric heat capacity data for propylene glycol.  

In the course of new software implementations and model developments of the Thermo Data 

Engine (TDE), a modified equation for the estimation of the ideal isobaric heat capacity with 

revised parameters and ring contributions has been developed by Diky et al. (2013). Although, 

the most recent progress in predicting ideal isobaric heat capacity data for associating fluids is 

not published yet, the participating authors for the TDE software development can be found in 

Diky et al. (2013). The conventionally estimated Joback data and the data obtained from the 

improved equation for the ideal heat capacity by Diky et al. (2013) are presented in Chapter 5.3 

in Figure 5.2.  
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5.3 Ideal Part of the Equation of State 

The ideal part of the equation of state is represented by the isobaric heat capacity of the ideal 

gas. The ideal-gas isobaric heat capacity is defined with respect to the Planck-Einstein terms 

(Eq. (3.22)). Further, the Helmholtz energy of the ideal gas can either be formulated in combi-

nation with polynomial terms, as it is derived in chapter 3.2.1 and presented in Eq. (3.25), or 

without additional polynomial terms. With latter considerations, the ideal part of the equation 

of state for propylene glycol can be written as 

 i∘(S, N) = X´´ + X´S + 3 ln(S) + ln	(N) +uïw ln[1 − exp(−QwS)]

?

wz>

. (5.4) 

The two integration constants can be calculated to X— = –2.623045468964 and  

X—— = 7.665655773743. The parameters of the Planck-Einstein terms in Eq. (5.4) are listed in 

Table 5.2. 

Table 5.2 Parameters of the Planck-Einstein terms of the ideal part of the equation of state according to Eq. 
(5.4).  

• ïw/- Qw/K 
1 4 0 

2 3.4 850 

3 410 1500 

The estimated ideal-gas isobaric heat capacity data are compared with respect to their deviations 

from the equation of state. Figure 5.2 shows the percentage deviations of the estimated data 

points by Joback and the modified equation by Diky et al. (2013). All deviations are shown 

within the range of validity of the equation by Diky et al. (2013) from 200 to 1000 K. At this 

time of investigation, it cannot be stated, wether the large deviations are due to the insufficiently 

represented ideal part of the equation or to an inappropriate estimation method of the ideal-gas 

isobaric heat capacity data. Therefore, the parameters were mainly fitted to reliable speed of 

sound data in the liquid state instead of the estimated isobaric heat capacity data of the ideal 

gas.  
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Figure 5.2 Deviations of the modified ideal-gas isobaric heat capacity equation by Diky et al. (2018) and the 

estimated Joback data points (VDI Wärmeatlas (2013)) from the equation of state. 

5.4 Residual Part of the Equation of State 

The residual part of the equation of state for propylene glycol consists of seven polynomial, 

seven exponential, and six Gaussian bell-shaped (GBS) terms. Thus, the equation (3.26) can be 

specified to  
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Most of the fluid states are covered by the exponential and polynomial terms. The critical region 

is represented by a fairly high number of GBS terms, which is usually kept in a range of three 

to five. All parameters of Eq. (5.5) are listed in Table 5.3.  
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Table 5.3 Parameters of the residual part of the equation of state according to Eq. (5.5). 

i vw  ¶w  ∑w   

1 0.034647478 1 5 

 

2 –2.0876981 1.198 1 
3 –0.18393678 0.9199 4 
4 0.49152392 0.627 3 
5 –1.8119252 1.1911 2 
6 3.649855 0.1378 1 
7 –2.5971548 0.325 1 

i vw  ¶w  ∑w  2w   

8 –0.002127152 2.0666 7 1  
9 1.964417 1.015 2 1  
10 0.19412219 1.531 6 1  
11 4.026081 1.4564 3 1 

 
12 0.94976352 1.443 4 1 
13 –2.4910022 1.681 3 1 
14 –0.12726899 1.9578 5 1 

i vw  ¶w  ∑w  Pw  Jw  Mw Ow 

15 –1.6470116 1 3 20 1000 1.09 0.93 
16 0.15910207 2.3 1 2.66 1.13 2.06 1.72 
17 0.20622381 1.97 1 2.5 1.99 1.28 1.45 
18 –0.090452877 0.77 2 1.157 1.12 0.969 0.6824 
19 –0.055164609 2.6 3 3.1 1.5 2.24 1.53 
20 –0.12328159 2.57 4 2.1 0.365 2.245 1.0568 

Considering all underlying data, the range of validity can be determined by the triple point 

temperature '̂ _ = 214 K and the upper temperature and pressure limits covered by the data set 

of Sagdeev et al. (2017). The maximum temperature and pressure are 'õùÆ  = 452 K and  

2õùÆ  = 245 MPa. Bridgman (1932) yields density measurements at perspicuously higher pres-

sures up to 1177 MPa. The data by Bridgman (1932) are not considered in the fitting process; 

anyhow, the equation of state shows an appropriate extrapolation behavior to fairly high pres-

sures, which is discussed in more detail in chapter 6.  
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5.5 Ancillary Equations 

The equations for the vapor pressure 23, the saturated liquid density &., and the saturated vapor 

density &.. are ancillary equations used to estimate starting values for the iterative calculation 

of properties along the saturation line. Thus, the fitting process of the equation of state is expe-

dited perceptibly. The parameters of Eqs. (5.6) to (5.8) are listed in Table 5.4.  
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The deviations of the ancillary equations from the equation of state are shown in Figure 5.3. 

For a broad temperature range, starting at the triple point temperature '̂ _ = 214 K and close to 

the critical temperature '( = 676.4 K, the deviations are within 0.05 %, except for the density 

of saturated vapor, which exhibits slightly higher deviations at lower temperatures.  

 

Table 5.4 Parameters of the ancillary equations for the vapor pressure 23, the saturated liquid density &. and 
the saturated vapor density &.. according to Eqs. (5.6) to (5.8). 

 23, Eq. (5.4) &., Eq. (5.5) &.., Eq. (5.6) 

i ni ki ni ki ni ki 

1 –9.648 1 4.554 0.66 –0.2938 0.1 

2 1.9322 1.5 0.5124 0.16 –52.614 4.637 

3 –0.08408 0.05 –5.308 1.114 –5.9348 0.6 

4 –6.1415 3.038 3.832 1.61 –15.99 2.01 

5 –10.781 11.766 –1 2.19 –421.2 20.865 

6     –131.3 10.412 
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Figure 5.3 Deviations of the ancillary equations for the vapor pressure and the saturated liquid and vapor 

density from the equation of state. 

 

5.6 Comparison of Single Phase Density Data  

All underlying single phase density data sets for propylene glycol are listed in Table 5.5 along 

with their temperature and pressure ranges and the average absolute relative deviations (AAD). 

Table 5.5 Summary of all underlying single phase density data along with the temperature and pressure ranges 
and their average absolute relative deviations (AAD) with respect to the equation of state. 

Authors Data 
points T/K p/MPa AAD/% 

Atilhan and Aparicio (2013) 126 278 - 358 0.1 - 60 0.027 
Bajić et al. (2013) 10 288 - 333 0.101325 0.019 
Bridgman (1932) 42 273 - 368 0.098 - 1180 0.87 
Curme et al. (1952)  41 273 - 313 0.101325 0.020 
Domańska et al. (2014) 9 313 - 353 0.101325 0.022 
Garber et al. (1970) 5 293.15 0.101325 0.15 
George and Sastry (2003)  5 298 - 338 0.101325 0.022 
Geyer et al. (2000) 5 278 - 318 0.101325 0.065 
Geyer et al. (2001)  12 288 - 308 0.1 - 60 0.045 
Guignon et al. (2010) 8 288.30 0.1 - 349 0.16 
Jiménez and Martinez (2006) 5 293 - 313 0.101325 0.023 
Khattab et al. (2013) 7 293 - 323 0.101325 0.26 
Krishna et al. (2015) 6 298 - 323 0.101325 0.031 
Li et al. (2007) 8 298 - 333 0.101325 0.05 
Li et al. (2008) 8 293 - 328 0.101325 0.039 
Ling et al. (2011)  6 298 - 323 0.101325 0.038 
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Authors Data 
points T/K p/MPa AAD/% 

Ling et al. (2016) 6 293 - 318 0.101325 0.046 
Makarov et al. (2016)  15 274 - 333 0.101325 0.037 
Marchetti et al. (2000) 19 263 - 353 0.101325 0.025 
Nain (2007) 6 293 - 318 0.101325 0.056 
Olson and Cordray (1992)  7 273 - 418 0.101325 0.063 
Pal et al. (2016) 6 293 - 318 0.1 0.037 
Ponedelnikova and Tarasova (1954) 12 258 - 363 0.101325 0.077 
Rane et al. (2016) 6 293 - 318 0.095 0.025 
Romero et al. (2008) 6 283 - 308 0.099 0.037 
Sadykov et al. (1974) 16 303 - 453 0.101325 0.21 
Sagdeev et al. (2017) 57 293 - 452 0.098 - 245 0.21 
Saleh et al. (1999) 5 303 - 323 0.101325 0.079 
Soldatović et al. (2016) 7 293 - 323 0.1 0.024 
Sun and Teja (2004) 8 299 - 440 0.1 - 2.2 0.15 
Timmermans and Hennaut-Roland (1955) 7 273 - 303 0.101325 0.025 
Tsai et al. (2009) 5 303 - 343 0.101325 0.055 
Vinogradov and Shakhparonov (1984) 7 243 - 333 0.101325 0.043 
Sampson et al. (2018) 100 273 - 393 5.01 - 91.4 0.018 
Zander (1882) 9 288 - 451 0.101325 10.5 
Zarei et al. (2008) 7 293 - 343 0.082 0.023 
Zarei et al. (2013) 6 293 - 333 0.101325 0.022 
Zemánková et al. (2013) 5 283 - 313 0.101325 0.037 
Zhuravlev (1992) 19 243 - 423 0.101325 0.22 
Zhuravlev et al. (1985) 15 223 - 363 0.101325 0.1 
Zivković et al. (2014) 8 288 - 323 0.101325 0.018 
Zorebski et al. (2008) 73 283 - 363 0.1 - 100 0.012 
All authors with fewer than five data points  145 273 - 358 0.001 - 0.101 0.14 
Overall  885 223 - 453 0.082 - 1180  

The single phase region of propylene glycol is relatively well covered by density measurements 

around ambient pressure and temperature. All data are within a range of 223 K to 453 K and 

0.001 MPa to 1180 MPa and, hence, cover a broad pressure range including values at very high 

pressures such as in the measurements by Bridgman (1932). The density measurements by 

Sadykov et al. (1974) reach the highest value in temperature of 453 K. Fitted data sets as well 

as the above mentioned data obtained by Bridgman (1932) and Sadykov et al. (1974) are pre-

sented in Figure 5.4.  
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Figure 5.4 Pressure as a function of temperature of selected density data in relation to the vapor pressure 

curve. 

The data of Sampson et al. (2018) cover a temperature range of 273 K to 393 K and reach 

pressures up to 91 MPa. The set includes 100 density data points in the liquid phase and is, thus, 

the second comprehensive data set. The measurements of Sampson et al. (2018) were carried 

out with a commercial high pressure vibrating-tube densimeter (VTD) of the type DMH HPM 

manufactured by Anton Paar. The vibrating-tube measurement is based on the relation between 

the density and the vibration period of a U-shaped tube, which is detected by an optical sensor 

according to Kayukawa et al. (2003). Before the measurement, the VTD was calibrated at tem-

peratures between 283 K and 383 K with pressures up to 98 MPa. The substances used for the 

calibration were water and helium, which are typical compounds for this purpose. The density 

of water is extremely well represented by the equation of state of Wagner and Pruss (2002) over 

a wide region. The liquid-phase density of propylene glycol and water are similar, whereas 

helium is used as a fix point at comparatively low densities. Using two underlying models of 

Outcalt and McLinden (2007) and May et al. (2014), a very accurate correlation is obtained. 

Yang estimated the relative combined expanded uncertainty to be within 0.15 % (1.56 kg∙m–3), 

considering temperature, pressure, and oscillation period estimations, as well as sample impu-

rities of 99.5 mol-% for a degassed sample and uncertainties due to the calibration. Each single 

data point is represented by the equation of state with a deviation of 0.06 %, which is within 
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their measurement uncertainties (0.15 %). In fact, the uncertainty estimate seems to be very 

conservative and might be reduced to at least 0.1 %. 

Furthermore, the data set of Zorebski and Przybyła (2013) includes 73 data points in a temper-

ature range of 283 K to 363 K and up to fairly high pressures of 100 MPa. The data set contains 

single point measurements at ambient pressure for temperatures between 318 and 363 K, as 

well as for temperatures of 283 K and 288 K. In the range of 293 K to 313 K, densities were 

measured for pressures between 0.1 MPa and 100 MPa in steps of 10 MPa. The densities were 

measured on a 99.5 mol-% pure sample with a vibrating-tube densimeter (DMA 5000 Anton 

Paar), which is provided with automatic viscosity correction. The calibration was carried out 

with air and re-distilled, deionized, and degassed water. Zorebski and Przybyła (2013) claim a 

fairly small uncertainty of 0.018 kg∙m-3, which is obtained from an average value. The deviation 

of the data from the equation of state are within 0.04 % over the entire temperature and pressure 

range. The measured densities of Zorebski and Przybyła (2013) are in a very good agreement 

with those obtained by Zarei et al. (2009) and Orge et al. (2001), but not with the data of Lee 

(1990). Zarei et al. (2009) followed the hypothesis that the discrepancy with the data of Lee 

(1990) is related to the missing viscosity correction in the measurement procedure. This obser-

vation can be validated by taking deviations from the equation of state into account. The three 

data points of Zarei et al. (2009), containing measurements at 298 K, 303 K, and 308 K at  

0.1 MPa, show deviations smaller than 0.07 %, very close to the deviations of Zorebski and 

Przybyła (2013) in the corresponding temperature and pressure range. In fact, the deviations of 

Zorebski and Przybyła (2013) and Zarei et al. (2009) differ by 0.006 percentage points and thus 

the good agreement is corroborated. The data obtained by Zarei et al. (2009) were measured 

with an Anton Paar DMA 4500, which also uses an automatic viscosity correction. With a  

99.5 mol-% propylene glycol sample, their estimated uncertainty is smaller than 1∙10-5 g∙m-3. 

One mentioned data point by Orge et al. (2001) is closer than 0.005 percentage points to the 

corresponding data point measured by Zorebski and Przybyła (2013), which supports the good 

agreement of those independent data sets. Also the discrepancy of the measured data by Zarei 

et al. (2009) with the data set of Lee (1990) is shown by the deviations from the equation. The 

deviations of data points at ambient pressure and 293 K differ by more than 0.06 percentage 

points. The data set of Bajić et al. (2013)is independent to the one of Zorebski and Przybyła 

(2013) and shows conforming data points within a temperature range of 288 K to 333 K at a 

pressure of 0.1 MPa. Bajić et al. (2013) used exactly the same measurement apparatus and 

calibration procedure, while claiming even smaller measurement uncertainties of 0.01 kg∙m-3. 
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The data sets of Zorebski and Przybyła (2013) and Bajić et al. (2013) are supported by the data 

set of Atilhan and Aparicio (2013), which, with 126 data points, is the largest data set. The 

measurements were obtained over a large temperature range of 278 K to 358 K for pressures 

between 0.1 MPa and 60 MPa. A 99.99 mass-% sample was used in an automated Anton Paar 

DMA 512P vibrating-tube densimeter with a high pressure cell. The densities were correlated 

with the TRIDEN 10-parameter Ihmels and Gmehling equation of state Ihmels and Gmehling 

(2001). Furthermore, Atilhan and Aparicio (2013) used n-hexane and water as reference fluids 

together with a 14-parameter equation for calibration purposes. The uncertainty of the experi-

mental density data is estimated to be smaller than 0.0012 g∙cm-3 (0.11 %), which is noticibly 

higher than the claimed uncertainties of the above compared data sets by Zorebski and Przybyła 

(2013) and Bajić et al. (2013). The higher uncertainty is likely to be related to the missing 

viscosity correlation. Referring to the analysis of the viscosity-induced errors on vibrating-tube 

density measurements by Sanmamed et al. (2007), Atilhan and Aparicio (2013) estimated the 

uncertainty related to viscosity to be smaller than 0.0005 g∙cm-3 for viscosities below  

200 mPa∙cm. Taking the uncertainty limit of 0.0012 g∙cm-3 into account, the error due to vis-

cosity is not significant enough to include in the uncertainty estimates. The data of Atilhan and 

Aparicio (2013) are represented within 0.075 % deviation by the equation of state. 

 
Figure 5.5 Deviations of single phase density data from the equation of state for selected data sets as a func-

tion of the logarithmic pressure. 
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The deviations of the investigated data sets are presented in Figure 5.5. Additionally, the men-

tioned data sets of Bridgman (1932) and Sadykov et al. (1974), which represent the data up to 

the pressure and temperature maximum of all underlying density measurements, are shown. 

 
Figure 5.6 Deviations of selected single phase density data from the equation of state as a function of the 

logarithmic pressure (top) and the temperature (bottom). 

In order to investigate the deviations of the fitted data sets of Sampson et al. (2018) and Atilhan 

and Aparicio (2013) as well as other corresponding data in more detail, Figure 5.6 shows tem-

perature and pressure dependent plots for smaller deviation ranges.  
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A relatively large proportion of the single phase density data are covered by temperature de-

pendent measurements at atmospheric pressure. Due to the limited temperature range, the area 

to be examined is fairly small. Figure 5.7 shows a larger number of data sets within 0.2 % of 

the equation. Except for the density measurement at atmospheric pressure obtained by Atilhan 

and Aparicio (2013), all selected data are not fitted to the equation of state.  

 
Figure 5.7 Deviations of single phase density data from the equation of state for selected data sets at atmos-

pheric pressure as a function of temperature. 
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5.7 Comparison of Vapor Pressure Data  

The collected data sets, including 248 data points of vapor pressure measurements for propylene 

glycol, are presented in Table 5.6. The data cover a vapor pressure range from 2.7∙10-6 MPa to  

0.27 MPa in a broad temperature range of 273 K to 493 K. Table 5.6 also shows the average 

absolute relative deviation of each data set.  

Table 5.6 Summary of all underlying vapor pressure data along with the temperature and pressure ranges and 
their average absolute relative deviations (AAD) with respect to the equation of state. 

Authors Data 
points T/K p/MPa AAD/% 

Chyliński et al. (2004) 8 393 - 423 0.008 - 0.029 2.4 
Clendenning et al. (1950) 1 459.15 0.101 4.8 
Curme et al. (1952) 15 293 - 433 1.1∙10–5 - 0.04 3.7 
Dean (1999) 1 461.15 0.101 1.3 
Fendu and Oprea (2014) 16 350 - 425 0.001 - 0.03 0.52 
Gallant (1968) 1 460.45 0.101 0.84 
Garcia and Paz Andrade (1974) 1 461.11 0.101 1.2 
Gardner and Hussain (1972) 1 459.96 0.101 1.8 
Giles et al. (1997) 2 373 - 453 0.003 - 0.081 1 
Horstmann et al. (2001) 2 338 - 348 0.001 23.5 
Hu et al. (2015) 1 460.70 0.101 0.042 
Kundu et al. (1970) 9 278 - 318 2.7∙10–6 - 8.9∙10–5 8.2 
Mamedov et al. (2009) 1 461.15 0.101 1.3 
Marcus (1998) 1 460.75 0.101 0.087 
Marsden (1954) 10 319 - 461 1.3∙10–4 - 0.101 6.3 
Mathuni et al. (2011) 12 378 - 461 0.004 - 0.1 2.0 
Musavirov et al. (1978) 1 460.11 0.101 1.9 
Nageshwar and Mene (1968) 1 461.15 0.101 1.3 
Puck and Wise (1946) 5 298 - 353 1.8∙10–4 - 0.001 11.4 
Rane et al. (2016) 17 389 - 443 0.007 - 0.06 4.2 
Riddick and Toops, Jr. (1955) 7 298 - 461 1.9∙10–4 - 0.10132 3.3 
Riddick et al. (1986) 1 460.76 0.101 0.12 
Schierholtz and Staples (1935) 1 460.55 0.101 0.53 
Sevgili et al. (2008) 1 462.40 0.101 5.3 
Shi et al. (1999) 1 460.76 0.101 0.12 
Sokolov et al. (1971) 1 460.61 0.101 0.34 
Sokolov et al. (1972) 5 356 - 461 0.001 - 0.101 3.0 
Stull (1947) 10 319 - 461 1.3∙10–4 - 0.101 6.3 
Subramanian et al. (1978)  1 461.31 0.101 1.8 
Verevkin (2004)  14 284 - 331 4.3∙10–6 - 2.8∙10–4 5.7 
Verevkin et al. (2009) 19 294 - 330 1.2∙10–5 - 2.4∙10–4 3.9 
Wilding et al. (1991) 4 348 - 473 0.001 - 0.081 3.21 
Wilson et al. (1989) 2 273 - 313 3.4∙10–6 - 9.1∙10–5 41.4 
Xie and Chen (1993) 14 359 - 459 0.002 - 0.098 19.2 
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Authors Data 
points T/K p/MPa AAD/% 

Yang et al. (2015) 1 460.69 0.101 0.073 
Zhang et al. (2013) 21 390 - 461 0.007 - 0.1 1.3 
Zhong et al. (2014) 1 460.22 0.101 1.5 
Overall  245 273 - 461 2.7∙10–6 - 0.101  

In the contemplation of all available vapor pressure data, it is mentionable that most of the 

measurements are limited to fairly small vapor pressures from roughly 3∙10–6 MPa to  

5∙10–2 MPa. This has to be considered in assessing the percentage deviation of the data. Figure 

5.8 gives an overview of all underlying vapor pressure data in a deviation range of 5 %.  

 
Figure 5.8 Deviations of all available vapor pressure data from the equation of state as a function of temper-

ature. 
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Further, a few selected data sets are analysed in more detail. The representation of vapor pres-

sure data by the equation of state can be shown by the two data sets of Nicolae and Oprea (2014) 

and Fendu and Oprea (2014), which provide vapor pressure measurements between 350 K and 

420 K with reasonable uncertainties. In both publications the data were measured with the same 

apparatus in two independent series. The aim of the earlier publication by Nicolae and Oprea 

(2014) was to obtain reliable vapor-liquid equilibrium data for binary mixtures formed by di-

propylene glycol and inferior aromatics. The mixture of propylene glycol and dipropylene gly-

col was only used for validating the experimental method by comparing obtained vapor pres-

sures with the simulated results from the PRO/II 9.2 database. However, vapor pressure data 

for the pure propylene glycol were measured with the same apparatus as the actual measure-

ments for the binary mixtures. Nicolae and Oprea (2014) used a static apparatus, consisting of 

an equilibrium cell, which is connected with a U-shaped tube and can be heated by a thermo-

static oil bath. The U-shaped tube contains mercury, officiating as a manometric liquid. Further, 

a DPI 705 pressure sensor is attached to the tube in order to measure the sample’ vapor pressure. 

Two assembled valves enable the communication with the atmosphere as well as with the vac-

uum pump. The two open ends of the U-shaped tube are connected by another valve, which 

only remains open during the degassing operation. Prior to the measurement, the sample was 

cooled close to the liquid nitrogen temperature and then degassed with the vacuum pump. The 

oil bath is used to heat up the equilibrium cell and the sample to its boiling temperatures at 

varying pressures. The bath is maintained at the desired temperature until the mercury level 

stays the same for at least 30 minutes, indicating a consistent pressure. This ensures that the 

equilibrium state is attained and that the temperature and pressure measurements can be con-

sidered as reasonable properties for the equilibrium state. The above described procedure is 

repeated a few times to keep the measurements as accurate as possible Nicolae and Oprea 

(2014). Fendu and Oprea (2014) measured vapor-liquid equilibrium data of propylene glycols 

systems and for the pure substances as well. In order to validate their experimental procedure, 

they refer to the data of Nicolae and Oprea (2014) obtained for pure propylene glycol, which 

are in very good agreement with the recent data of Fendu and Oprea (2014). With the exact 

same apparatus, a high consistency is also to be expected. For the given temperature range, both 

data sets contain corresponding vapor pressure data between 0.8 kPa and 25 kPa, roughly. Ac-

cording to this, the standard uncertainties are within 0.012 kPa and 0.034 kPa, which is equiv-

alent to a range of percentage uncertainty of 0.14 % to 1.45 %. The two single point measure-

ments of Hu et al. (2015) and Yang et al. (2015) yield well represented data at the normal 
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boiling temperature of 461 K. Prior to the determination of isobaric vapor-liquid equilibrium 

data for binary systems of carbonates and glycols, Hu et al. (2015) measured the boiling tem-

perature at a pressure of 101.3 kPa for the pure compounds. The apparatus used is a dynamic 

recirculating still (Labodest VLE 602). The sample is heated with an immersion heater until the 

boiling temperature is reached. The two phase boiling sample then enters the Cottrell pump, 

which facilitates a close contact of the two phases and maintains vapor-liquid equilibrium. The 

pump leads the two phase sample into a phase separation chamber, from which the vapor phase 

is condensed by cooling water and recycled back. The disengaged liquid is well mixed with the 

condensed vapor before returning to the heater. After 30 minutes of stable temperature and 

pressure, the equilibrium state is considered to be attained and temperature and pressure are 

recorded with a Pt-100 and a digital manometer. The accuracies are claimed to be within a range 

of 0.1 K and 0.1 kPa (0.1 %). With a deviation of 0.04 %, the data point of Hu et al. (2015) is 

considered to be well represented by the equation. The other data point of Yang et al. (2015) is 

obtained from a similar Rose-Williams still apparatus. The temperature and pressure were 

measured with a mercury thermometer and a U-shaped differential manometer, which have 

uncertainties of 0.13 kPa and 0.01 K, respectively. With a uncertainty of 0.07 %, the data point 

is in very good agreement with the equation and consistent with the independent data point 

obtained by Hu et al. (2015). The vapor pressure data discussed above are shown in Figure 5.9. 

 
Figure 5.9 Deviations of the selected vapor pressure data from the equation of state as a function of temper-

ature. 
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5.8 Comparison of Speed of Sound Data  

The underlying data for speed of sound include 206 points from 14 publications and one per-

sonal communication. The data cover a temperature range of 258 K to 363 K and reach fairly 

high pressures up to 101 MPa. Table 5.7 gives an overview of all available data and their aver-

age absolute relative deviations (AAD) from the equation of state.  

Table 5.7 Summary of all underlying speed of sound data along with the temperature and pressure ranges and 
their average absolute relative deviations (AAD) with respect to the equation of state. 

Authors Data 
points T/K p/MPa AAD/% 

Marks (1967) 3 273 - 353 0.101325 0.058 
Kishimoto and Nomoto (1954) 6 288 - 313 0.101325 0.11 
Grzybkowski and Warmińska (2016) 1 298.15 0.1 0.034 
Zorebski et al. (2008) 45 293 - 313 0.1-101 0.027 
Scholz (2017) 77 293 - 353 0.533-20 0.085 
Tsierkezos and Palaiologou (2009) 1 298.15 0.101325 0.048 
Krishna et al. (2015) 6 298 - 323 0.101325 0.16 
Sastry and Patel (2003) 2 298 - 308 0.101325 1.5 
Palani and Geetha (2009) 3 303 - 313 0.101325 0.24 
Ponedelnikova and Tarasova (1954) 12 258 - 363 0.101325 0.26 
Pal et al. (2016) 6 293 - 318 0.1 0.16 
Nain (2008) 6 293 - 318 0.101325 0.55 
George and Sastry (2003) 5 298 - 338 0.101325 0.89 
Latha et al. (2015) 4 303 - 318 0.101325 0.14 
Kushare et al. (2008) 1 298.15 0.101325 0.085 
Dávila et al. (2016) 28 303 - 353 0.099 - 30.2 0.021 
Overall  208 184 - 363 0.099 - 101  

Figure 5.10 gives an overview of the percentage deviations of all available speed of sound data 

in a range of 0.8 %. The data of Zorebski et al. (2008) contain speed of sound measurements in 

a temperature range of 292 K to 313 K from ambient pressure up to 101 MPa. With 45 data 

points, it represents a vast percentage of the data that cover a broad pressure range. The data of 

Zorebski are in very good agreement with the data set of Dávila et al. (2016), particularly for 

data at ambient pressure and temperatures between 303 K and 313 K. 
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Figure 5.10 Deviations of all available speed of sound data from the equation of state as a function of tem-

perature. 

The measurements of Dávila et al. (2016), which consist of 28 data points, start at ambient 

pressure and go up to 30 MPa with a maximum temperature of 353 K. Zorebski et al. (2008) 

claim uncertainties of 1 m/s, which corresponds to a percentage deviation of 0.067 % over the 

examined temperature range. The uncertainty in the measurements of Dávila et al. (2016) is 

0.02 %, partly because of the high purity of 99.87 %, as compared to the 99 % sample used by 

Zorebski et al. (2008). The uncertainty bands of the data points overlap and thus confirm the 

consistency of the data sets, assuming that uncertainties were estimated correctly. Both meas-

urement were based on the ultrasonic pulse-echo-overlap method. The ultrasonic sensor is com-

posed of a piezoelectric quartz crystal, which is aligned between two polished reflectors of 

unequal distances. The quartz crystal functioned as a transducer, sending and receiving ultra-

sonic signals and is electrically excited by two sinusoidal burst signals with a time difference 

Δ¶ at its resonance frequency of 8 MHz Dávila et al. (2016). Zorebski et al. (2008) used a 

ceramic transducer with a resonance frequency of 2 MHz. The ultrasonic pulses, produced by 

the transducer, propagate in both directions, pass through the fluid, and are reflected at the ends 

of the cell. The time difference between the two signals and the amplitude of the second signal 

are adjusted so that the second echo of the first signal cancels the first echo of the second signal. 
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Thus, the time difference between the two excited signals is equal to the time difference be-

tween the two echoes and therefore gives the time difference Δ¶, which is used in the speed of 

sound calculation. The ultrasonic pulse-echo-overlap technique is predominantly used for 

measuring speed of sound in liquids and compressed gases at high pressure Gedanitz et al. 

(2010). In the pulse-echo-overlap method, the speed of sound of distinct wave phases is meas-

ured and the achievable accuracy can be relatively high Dzida et al. (2017).  

Furthermore, the data set of Zorebski et al. (2008) is in very good agreement with two inde-

pendent, single point measurements of Grzybkowski and Warmińska (2016) and Tsierkezos 

and Palaiologou (2009) at 298.15 K and atmospheric pressure. Grzybkowski and Warmińska 

(2016) claim an uncertainty of 0.15 m/s, which corresponds to a percentage deviation of  

0.01 % for the data point. The data point was measured with the pulse-echo method, with a 

sample of 99.5 % purity. The measurement of Tsierkezos and Palaiologou (2009) has a similar 

purity, but has a higher uncertainty (1 m/s) and used a different measurement technique. Tsier-

kezos and Palaiologou (2009) obtained the speed of sound from an Anton Paar (DSA 48) sound 

analyser, which applies a modified sing-around technique. Contrary to the pulse-echo-overlap 

method, it operates with two single transducers, one for transmitting a short acoustic pulse into 

the sample and one for receiving it. After amplification, a signal re-excites the transmitter, 

which then sends another pulse. The measured repetition frequency of pulse transmissions con-

tributes to the speed of sound estimation. Usually, this technique has high precision, but also 

requires complicated calibration procedures, which can cause considerable uncertainties Dzida 

et al. (2017). 

Another measurement series was performed by Scholz (2017) in a pressure range between  

0.5 MPa and 20 MPa at temperatures between 293.2 K and 353.2 K. The measurements are in 

very good agreement with the ones of Dávila et al. (2016), especially for pressures between 

5 MPa and 20 MPa. At corresponding measurement temperatures (303 K, 333 K, and 353 K) 

the percentage deviations from the equation are less than 0.01 percentage points apart, which 

validates the high consistency of the two data sets. Both data sets lie within a deviation range 

of 0.087 % from the equation and are thus well represented. Scholz (2017) used a similar meas-

urement technique based on the ultrasonic pulse-echo-overlap method as already described 

above. First analyses by Scholz (2017) yield uncertainties smaller than 0.08 % for measure-

ments of a sample with 99.5 mol-% propylene glycol. The initial conservative assumptions are 

based on a 0.5 mol-% impurity with water. Figure 5.11 shows the pressure and temperature 

dependent deviations of the above investigated measurements in a range of 0.08%.  
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Figure 5.11 Deviations of selected speed of sound data from the equation of state as a function of the loga-

rithmic pressure (top) and the temperature (bottom).   
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5.9 Comparison of Isobaric Heat Capacity Data  

The underlying isobaric heat capacity data are obtained from four different sources with rea-

sonable deviations from the equation. These data sets are listed in the first four lines of Table 

5.8. All available data were measured at atmospheric pressure and temperatures between 283 K 

and 353 K.  

Table 5.8 Summary of all underlying isobaric heat capacity data along with the temperature range and their 
average absolute relative deviations (AAD) with respect to the equation of state at atmospheric pres-
sure 

Authors Data points T/K AAD (%) 

Parks and Huffman (1927) 4 275-277 3.9 
Dean (1999) 1 298.15 0.49 
Riddick et al. (1986) 1 29315 0.90 
Li et al. (2009) 6 303-353 0.40 
Pietrzak and Łudzik (2015) 1 29815 0.01 
Zemánková et al. (2013) 5 283-313 1.1 
Overall  18 275-353  

The data set of Li et al. (2009) considers isobaric heat capacity data in a temperature range of 

303 K and 353 K. The other sources consist of single data points, which yield measurements at 

temperatures of 293 K or 298 K. Li et al. (2009) used the differential scanning calorimeter 

(DSC) to measure the isobaric heat capacity of propylene glycol as well as several mixtures of 

glycols, water, and salts. More precisely, the DSC consists of a DSC-2010 cell and a thermal 

analysis controller. The temperature calibration is obtained from measurements of the melting 

point of indium. Li et al. (2009) claim uncertainties of 0.53 % to 0.6 %, which is equal to a 

deviation of 0.015 kJ∙kg-1∙K-1 for each measured data point. All data obtained by Li et al. (2009) 

are within 0.59 % deviation from the equation of state. The single data point by Pietrzak and 

Łudzik (2015) at 298 K is in a good agreement with the equation. In the measurements of the 

molar isobaric heat capacity of some pure 1,2-alkanediols, they use the differential scanning 

calorimeter Micro DSC III (Setaram). The data point of propylene glycol is measured with a 

claimed uncertainty of 0.15 % and is even more accurate with respect to the equation of state 

(0.014 %). The deviations of all available isobaric heat capacity data are shown in Figure 5.12.  

 



The Equation of State for Propylene Glycol  47 

 

Figure 5.12 Deviations of all available isobaric heat capacity data from the equation of state as a function of 

temperature.
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6 Extrapolation and Physical Behavior 

In addition to the highly precise representation of the experimental data, the extrapolation be-

havior is also used to assess the quality of the equation of state. The constant property lines 

must have reasonable characteristics over the entire fluid state. To ensure the physically correct 

behavior of the equation in immoderate fluid state regions at either very high or low temperature 

and close to the critical point, a smooth and steady course of constant properties in those regions 

is very important. In this chapter, the behavior of various thermal and caloric properties of 

propylene glycol are investigated with respect to the criteria mentioned above and the com-

pound specific effect of strong association.  

The correct extrapolation behavior of thermal properties of propylene glycol is displayed in 

Figure 6.1. Isotherms and isobars converge for high values of pressure and density, without 

intersecting each other. The density behavior along isotherms and isobars should be smooth, 

steady, and free of any bumps, as is the case for propylene glycol. The values of isothermal 

density shown in Figure 6.1 go up to a temperature of 1000 K, while isobars are presented in a 

range of 1 MPa to 25 MPa.  

To assess the representation of the fluid state close to the critical point, the critical isotherm in 

the 2 vs. & plot is evaluated closely with the use of the following two constraints at the critical 

temperature 

 è
®2
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ê
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= 0 (6.1) 
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= 0. (6.2) 
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Figure 6.1  Behavior of the thermal properties of propylene glycol. Values are shown along isobars (top) and 

isotherms (bottom). 

 
Figure 6.2  Density as a function of pressure including the critical isotherm ('() and the rectilinear diameter 

(&)* = 1 2⁄ (&. + &..)). 
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Another quantity used to assess the quality of the equation of state in representing the critical 

region of fluids is the rectilinear diameter. The rectilinear diameter is the average of the densi-

ties and should be a linear function with respect to the density in the vicinity of the critical 

point. Starting in the two phase region, below the critical point, the rectilinear diameter is in 

good qualitative agreement with experimental data and ends exactly at the critical point accord-

ing to Zollweg and Mulholland (1972). The course of the rectilinear diameter for propylene 

glycol in a 2 vs. & plot is presented in Figure 6.2.  

The residual isochoric heat capacity of propylene glycol as a function of temperature is pre-

sented in Figure 6.3. The advantage of this plot is the ability to emphasize the characteristics of 

the liquid and vapor saturation lines, as well as the behavior at and near the critical point. Ide-

ally, the saturation lines should cross once before they meet at the critical point, and should 

have a steep slope and positive curvature. Figure 6.3 shows only the real fluid behavior (i.e., 

the ideal gas contribution has been removed). According to this, the residual isochoric heat 

capacity needs to decay to its ideal gas limiting value of zero at high temperatures. This behav-

ior is shown appropriately by the equation for propylene glycol.  

 
Figure 6.3 Residual isochoric heat capacity as a function of temperature. 

The sound speed versus temperature is shown in Figure 6.4. The smooth isobars are shown, 

rising at lower temperatures. The equation is considered to behave appropriately within a broad 

temperature range and up to very high pressures. Below and close to the critical point, the first 
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two derivatives along saturation lines should be negative and the curvature of the vapor satura-

tion line should be slightly stronger. At the critical point the two saturation lines reach their 

absolute minimum.  

 
Figure 6.4 Speed of sound as a function of temperature along selected isobars. 

The phase identification parameter (PIP) is an important property in examining the extrapola-

tion behavior of the equation of state. Originally, the parameter was introduced by Venkata-

rathnam and Oellrich (2011) in order to differentiate vapor phase from liquid phase states. The 

PIP is defined as 

 L = 2 − & ’
®@2 (®&®')⁄

(®2 ®'⁄ )s
−
(®@2 ®&@⁄ )å
(®2 ®&⁄ )å

÷. (6.3) 

Through its high dependency on partial derivatives of pressure, volume, and temperature, the 

phase identification parameter is a significantly important property in considering the quality 

and the behavior of the equation. The values of the phase identification parameter in the liquid 

phase are greater than 1, and less than 1 in the vapor phase. Figure 6.5 displays the PIP versus 

temperature along isobars between 0.1 MPa and 30 MPa. The saturated liquid line has all pos-

itive derivatives starting from low temperatures to the critical point, where the PIP reaches very 

high values. The values along the saturated vapor line near the critical point decrease strongly 

with increasing temperature and reach an absolute minimum just before the critical point at the 

same temperature as the maximum for the saturated liquid state. The isobars need be smooth 

and change curvature at the critical point to ensure appropriate physical behavior in the critical 

region and also at very low or high temperatures.  
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Figure 6.5 Phase identification parameter as a function of temperature along selected isobars. 

The PIP versus density is presented in Figure 6.6 for temperatures between 170 K and 900 K. 

Isotherms at extremely high temperatures should cross at the critical point and at the same value 

of the PIP. Through the critical region, the curvature of isotherms should change, but in a very 

smooth way. For appropriate extrapolation behavior, the isotherms should ideally converge at 

higher densities.  

 
Figure 6.6 Phase identification parameter as a function of density along selected isotherms. 
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Another important parameter in investigating the quality and the extrapolation behavior of the 

equation of state is the Grüneisen parameter. It is defined as the ratio between the first pressure 

derivation with respect to the temperature and the isochoric heat capacity: 

 K =
(®2 ®'⁄ )s

& Xã⁄
. (6.4) 

The Grüneisen parameter has long been used in the approximation of the dependency of lattice 

frequencies on the change in volume of crystals. In 1970 it was extended from solid to liquid 

states and was then used as a fairly sensitive parameter in validating the behavior of equations 

of state Arp et al. (1984). The Grüneisen parameter is directly related to the isochoric heat 

capacity and thus some characteristics of the Grüneisen parameter versus temperature are com-

parable with the speed of sound behavior. The most visible difference is seen in the behavior 

of the boiling line, which inclines to smaller values for lower temperatures for this equation of 

state. As for the speed of sound, the two saturation lines should meet at the critical point and 

should be at their absolute minimum, which is shown in Figure 6.7. The smooth course of the 

isobars indicates reasonable behavior up to higher pressures and temperatures.  

 
Figure 6.7 Residual Grüneisen parameter as a function of temperature along selected isobars . 

Figure 6.8 displays the Grüneisen parameter as a function of density. The smooth and steady 

course of the isotherms demonstrate the appropriate behavior of the equation.  

re
s
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Figure 6.8 Residual Grüneisen parameter as a function of density along selected isotherms. 

In Figure 6.9 the characteristic ideal curves of the equation of state is displayed as a function of 

reduced temperature ' '◊⁄  and pressure 2 2◊⁄ . The ideal curves are an important property to 

assess the extrapolation behavior of the equation in regions without available data, which are 

usually up to temperatures and pressure above the critical point. This is further explained in 

section 4. The ideal curves are defined in terms of the compressibility factor " and include the 

Boyle curve, the Joule-Thomson inversion curve, the Joule inversion curve, and the ideal curve. 

Since the properties of the real fluid are equal to the hypothetical ideal gas along the ideal curves 

for equal temperature and density, they can be defined in terms of the first derivative of the 

compressibility factor with respect to temperature and density as given in Table 6.1. 

Table 6.1 Definition of the ideal curves in terms of the compressibility factor. 

Expression Compressibility factor  

Ideal curve  " =
2

&d'
= 1 (5.8) 

Boyle curve è
®"

®&
ê
å

= 0 (5.9) 

Joule-Thomson inversion curve è
®"

®'
ê
Y

= 0 (5.10) 

Joule inversion curve è
®"

®'
ê
s

= 0 (5.11) 

The reasonable extrapolation behavior of the equation is verified by the smooth course of the 

ideal curves as shown in Figure 6.9. 

re
s
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Figure 6.9 Ideal curves for the equation of state for propylene glycol in terms of reduced temperature ' '(⁄  

and pressure 2 2(⁄ : Vapor pressure curve (23), Boyle curve (BL), Joule-Thomson inversion curve 
(JT), Joule inversion curve (JI), and the ideal curve (ID). 

Although the characteristic ideal curves of the equation of state show a generally appropriate 

behavior, it is mentionable that the Joule-Thomson inversion curve and the Joule inversion 

curve differ slightly from the desired course at reduced temperatures of ' '◊⁄  = 2 and ' '◊⁄  10, 

respectively, so that the curvatures show a flattened shape.  

A last considered criteria for assessing the extrapolation behavior of the equation are the virial 

coefficients. The virial coefficients can be obtained from experimental 2&' or speed of sound 

data and are often considered as a second source for thermal properties in the gas phase or 

supercritical gas like states according to Span (2000). Due to the fact that the virial coefficients 

are directly related to experimental data, uncertainties could be considered as a reasonable cri-

teria for evaluating the extrapolation behavior of the equation. Predominantly, the overall be-

havior and shape of virial coefficients are used as a criterion to assess the extrapolation behav-

ior, rather than uncertainties, which are relatively difficult to assign. The behavior of the second 

and third virial coefficients should be similar to each other, with 5 having a sharper form than 

4. Both go to negative infinity in the limit of zero temperature and cross the zero line at mod-

erate temperatures. Each of them show a maximum at different temperatures and approach zero 

at extremely high temperatures. The theoretical behavior of the fourth virial coefficient 6 is 

defined by a second maximum at higher temperatures than the first, though the magnitude of 
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the second maximum is fairly smaller according to Thol (2015). The overall behavior of the 

virial coefficients is shown in Figure 6.10. Whereas the second and third virial coefficients 

show an appropriate course, the fourth coefficient lacks in presenting the global maximum at 

smaller temperatures. 

 
Figure 6.10 Second (4), third (5), and fourth (6) virial coefficient as a function of temperature.
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7 Conclusion 

The aim of this work was to develop a fundamental equation of state for propylene glycol in 

terms of the Helmholtz energy, consisting of an ideal and a residual part. The ideal part includes 

three Planck-Einstein terms, while the residual part has seven exponential, seven polynomial, 

and six Gaussian bell shaped terms. Ancillary equations for saturated densities and vapor pres-

sure have been developed and can be used for fast approximate calculations of saturation prop-

erties as well as for initial estimates for the iterative calculation of properties at vapor-liquid 

equilibrium.  

The range of validity covers states from the triple point temperature '̂ _ = 214 K to a maximum 

temperature of 'õùÆ = 450 K and a maximum pressure of 2õùÆ = 245 MPa. The equation can 

reliably be extrapolated to higher pressures up to 1200 MPa. Due to the limited temperature and 

pressure ranges of the available property measurements, the equation is expected to be less 

accurate for states not covered by data and are only extrapolations of the equation of state. This 

is problematic for single phase densities above areas where measurements are not available, in 

particular above 450 K. Due to thermal decomposition of propylene glycol at higher tempera-

tures a broad temperature range from 450 K up to the critical temperature '( = 676.4 K is not 

covered by data. In addition to the lack of data, the critical density was fitted simultaneously 

while fitting the other parameters. It was challenging to obtain an appropriate shape for the 

rectilinear diameter close to the critical point since its linear behavior is determined by the 

average of the liquid and vapor phase densities, which are not available for this fluid. 

Considering all fitted density data in the liquid phase and at atmospheric pressure, the calcula-

tion uncertainty is 0.06 % in a temperature range from 278 K to 363 K. For higher pressures up 

to 90 MPa, the uncertainty increases up to 0.08 % between 272 K and 288 K. For comparable 

pressure ranges and for temperatures of 288 K to 328 K the calculated liquid phase density 

uncertainty is 0.04 %. To higher temperatures at 393 K, the equation becomes less accurate in 

representing the liquid phase densities (0.06 %). The available data for vapor pressures only 

cover a temperature range up to the normal boiling point at 461 K. The uncertainties in the 

normal boiling point data of the equation is less than 0.075 %. The equation is significantly less 

accurate in the temperature range from 350 K to 430 K, with an uncertainty up to 1.4 %. The 

speed of sound data are overall well represented by the equation of state for temperatures be-
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tween 293 K and 353 K and pressures up to 100 MPa, with an uncertainty of 0.1 %. The calcu-

lation uncertainty for the isobaric heat capacity is determined by the available measurements in 

a temperature range from 300 K to 353 K at atmospheric pressure and is expected to be smaller 

than 0.6 %. Due to the lack of measurements for the ideal-gas isobaric heat capacity, it was 

difficult to corroborate the appropriate behavior of the ideal part of the equation of state. During 

the fitting process, initial assumptions were taken from the equation of state for ethylene glycol, 

since the two fluids are known to have similar physical behavior. Furthermore, the unmodified 

group contribution method for estimating ideal-gas isobaric heat capacities by Joback is pre-

sumed to be unsuitable for associating fluids, with the equation of state showing large uncer-

tainties with respect to those predictions. The equation still shows large uncertainties, consid-

ering a modified equation for the ideal-gas isobaric heat capacity. This suggests the assumption 

that the equation of state may need to be improved in regard to the ideal behavior.  

Plots of the thermal and caloric properties calculated with the equation of state shows a reason-

able extrapolation behavior. The equation can appropriately be extrapolated to very high tem-

peratures and pressures and low temperatures. A few notable effects with respect to the shape 

of the thermal and caloric property plots are likely to be related to the associating behavior of 

propylene glycol. For instance, the slope of isobars in the Grüneisen vs. temperature plot is 

negative at low temperatures. This effect can also be observed for ethylene glycol, which is 

considered to have similar association behavior. Furthermore, the virial coefficients follow ap-

propriate behavior, except for the fourth. 

The developed equation of state for propylene glycol is a suitable first approach to calculate 

properties with reasonable accuracy in a limited range of temperature and pressure. In the fu-

ture, the equation of state will be further examined taking the extension of accessible data areas 

and the improvement of accuracy close to the critical point into account.
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