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ABSTRACT
Measurements of the flow and the energy content of natural gas rely on equations of state to compute various thermodynamic properties including: 1) compressibility factor; 2) critical flow factor; 3) speed of sound; and 4) isentropic exponent. We compare these computed properties using five equations of state (REFPROP 8, GERG-2004, AGA 8, AGA 10, REFPROP 7) for eight natural gas compositions. The molar compositions vary from 97 % methane to 80 % methane; the latter has high levels of ethane, nitrogen, or carbon dioxide. These comparisons span the pressure and temperature ranges 0.1 MPa to 10 MPa and 270 K to 330 K. The five equations of state predict mutually consistent properties at low pressures. However, at higher pressures and lower temperatures inconsistencies among the speeds of sound are nearly 0.2 % and inconsistencies among critical flow factors are nearly 0.5 % for ethane-rich natural gas mixtures. For these mixtures the inconsistencies in the speed of sound are close to the AGA 9 limit of 0.2 %, and could influence ultrasonic flowmeter diagnostic capabilities that depend on accurate speed of sound predictions. In addition, the inconsistencies in the predicted values of the critical flow factor, if not resolved, could significantly reduce the accuracy of critical flow venturis when used in ethane-rich gases over select ranges of pressures and temperatures. The discontinuities discovered in the AGA 10 critical flow factors were as large as 0.075 %, and raise concerns about using this equation of state for critical flow venturi applications.

1. INTRODUCTION
The measurement of the flow and energy content of high pressure natural gas requires accurate thermodynamic properties. To meet this need numerous researchers have developed high accuracy equations of state for a wide range of natural gas mixtures. These equations are widely used in the flowmetering community both for custody transfer applications and for metering input/output along pipeline transmission networks. Consistency between these models is important to reduce measurement biases within the natural gas flowmetering community.

In this work we compare five commonly used equations of state including: 1) REFPROP 8 [1]; 2) GERG-2004 [2]; 3) AGA 8 [3]; 4) REFPROP 7 [4]; and AGA 10 [5]. These five equations of state are compared for each of the eight gases in Table 1 over the pressure range from 0.1 MPa to 10 MPa and at the three temperatures 270 K, 293.15 K, and 330 K. The thermodynamic properties that are compared include the compressibility factor ($Z$); the speed of sound ($a$); the critical flow factor ($C^*_{\text{AGA10}}$); and the isentropic exponent ($\kappa$). These properties are routinely used in reducing data from commonly used natural gas flowmeters (e.g., ultrasonic flowmeters, turbine meters, orifice meters).

The American Gas Association has published several standards to document the accepted procedures and performance levels of various flowmeter types (e.g., ultrasonic flowmeters, turbine meters, orifice meters) used for measuring natural gas. In some cases, these standards require that thermodynamic properties associated with the flow measurement be made using a particular equation of state. For example, the AGA report number 9 [6] requires that the property calculations associated with ultrasonic flowmeters be made using AGA 10 (or methods that produce the same numerical results).

We show that NIST’s REFPROP 8 in its AGA 8 mode produces values of $Z$, $a$, and $\kappa$ identical to AGA 10. The values of $C^*_{\text{AGA10}}$ calculated with AGA 10 have problems. In particular, values of $C^*_{\text{AGA10}}$ as a function of pressure along isotherms have discontinuities as large as 0.075 %. Moreover, the values of $C^*_{\text{AGA10}}$ differed from the more accurate $C^*_{\text{GERG-2004}}$ equation of state by almost 0.5 % for ethane-rich natural gases. This difference is significant considering the number of flowmeter calibration laboratories (e.g., NIST, SwRI², CEESI³, WEPP⁴) that use critical flow venturis as working standards to calibrate other flowmeters. If these differences are not resolved, accurate CFV flow

---

1The gas composition of CEESI Colorado High Ethane has an ethane concentration (10.6707 %) which exceeds the maximum limit (10 %) of the normal range in AGA 8.

2Southwest Research Institute (SwRI)
3Colorado Engineering Experimental Station Inc. (CEESI)
4China’s West-East Pipeline Project (WEPP)
measurements may be infeasible for certain natural gas compositions at high pressures and low temperatures. In contrast, the maximum difference among predicted $C^*$ values was less than 0.031 % for methane rich gases with low levels of higher hydrocarbons.

<table>
<thead>
<tr>
<th>Component Mole Fraction Percent for Indicated Gases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Methane</td>
</tr>
<tr>
<td>Ethane</td>
</tr>
<tr>
<td>Propane</td>
</tr>
<tr>
<td>Hydrogen</td>
</tr>
<tr>
<td>Nitrogen</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
</tr>
<tr>
<td>i-Butane</td>
</tr>
<tr>
<td>n-Butane</td>
</tr>
<tr>
<td>i-Pentane</td>
</tr>
<tr>
<td>n-Pentane</td>
</tr>
<tr>
<td>Helium</td>
</tr>
<tr>
<td>n-Hexane</td>
</tr>
</tbody>
</table>

2. BACKGROUND ON NATURAL GAS THERMODYNAMIC EQUATIONS OF STATE

NIST develops and maintains its own thermodynamic database named REFPROP. The latest version, REFPROP 8, was developed in 2007 to replace the 2002 version, REFPROP 7. REFPROP 8 includes three equations of state for natural gas mixtures:

1) the AGA 8 detailed characterization method originally developed in 1992 [3],

2) the standard GERG-2004 model [2], and

3) NIST’s implementation of the GERG-2004 model.

The NIST implementation of the GERG-2004 uses higher accuracy equations for the pure gas components. This improvement makes the NIST version of the GERG-2004 equation of state more accurate than the standard version. Additionally, REFPROP 8 includes the complete version of the AGA 8 equation of state.

The AGA 8 equation of state was developed in 1992 to calculate the compressibility factor for a wide range of natural gas mixtures at typical pipeline conditions [3]. The researchers who developed AGA 8 built in the capability to calculate sound speed and other thermodynamic properties in addition to the compressibility factor. However, only the results for the compressibility factor were published in the American Gas Association Report Number 8 [3]. At the time, many in the natural gas industry were ignorant that the complete AGA 8 equation of state could calculate all of the gas phase thermodynamic properties. Unaware of this capability the American Gas Association duplicated already existing capabilities when it developed AGA 10 in 2003 [5].

The AGA 10 equation of state is derived using the AGA 8 compressibility factor and the ideal gas
isobaric heat capacity \[7\]. The complete version of AGA 8 in REFPROP 8 uses the same expressions for the ideal gas isobaric heat capacity. Consequently, the thermodynamic properties in AGA 10 should be equivalent to those in REFPROP 8’s implementation of AGA 8. With the exception of discontinuous \(C_{AGA10}^\Delta\) values, the results herein verify this assertion.

Throughout this document the three REFPROP 8 models, the REFPROP 7 model, and the AGA 10 model are abbreviated using acronyms in Table 2.

**Table 2.** Abbreviated names and descriptions of the five equations of state are compared in this document.

<table>
<thead>
<tr>
<th>Abbreviation for Equation of State</th>
<th>Brief Description of Each Equation of State</th>
</tr>
</thead>
<tbody>
<tr>
<td>R8</td>
<td>NIST’s version of the GERG-2004 equation of state in REFPROP 8 (Pure fluid equations are more accurate than standard GERG-2004)</td>
</tr>
<tr>
<td>R8-GERG</td>
<td>Standard GERG-2004 equation of state available in REFPROP 8</td>
</tr>
<tr>
<td>R8-AGA8</td>
<td>NIST’s version of AGA 8 detailed characterization method available in REFPROP 8</td>
</tr>
<tr>
<td>AGA 10</td>
<td>Extension of AGA 8 equation of state by American Gas Association to enable additional properties to be calculated in addition to the compressibility factor</td>
</tr>
<tr>
<td>R7</td>
<td>the REFPROP 7 equation of state</td>
</tr>
</tbody>
</table>

**Table 3.** Uncertainty specifications for the five equations of state in the homogenous gas phase as claimed in the references.

<table>
<thead>
<tr>
<th>Equation of State</th>
<th>Uncertainty of Compressibility Factor ((Z))</th>
<th>Uncertainty of Speed of Sound ((a))</th>
</tr>
</thead>
<tbody>
<tr>
<td>R7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R8-AGA8</td>
<td>0.1 % [3]</td>
<td>0.2 % [2]</td>
</tr>
<tr>
<td>AGA 10</td>
<td>0.1 % [3]</td>
<td>0.1 % [5]</td>
</tr>
<tr>
<td>R8-GERG</td>
<td>0.1 % [2]</td>
<td>0.1 % [2]</td>
</tr>
<tr>
<td>R8</td>
<td>(\leq) GERG</td>
<td>(\leq) GERG</td>
</tr>
</tbody>
</table>

Table 3 shows the maximum expected uncertainty for the compressibility factor and sound speed for each of the equations of state over a wide range of compositions, pressures, and temperatures.\(^5\) Over a narrower range of conditions and gas compositions, lower uncertainties can be realized as demonstrated by numerous experimental data [2]. Although two of five equations of state (i.e., AGA 10 and R8-GERG) have the same 0.1 % uncertainty in \(Z\) and \(a\), the R8-GERG (or GERG-2004) is generally considered more accurate based on the following evidences [2]:

1. better agreement with experimental data at lower temperatures \((T < 275 \text{ K})\)
2. better agreement with experimental data at higher pressures \((P > 10 \text{ MPa})\), and
3. better agreement with experimental data for a wider range of gas compositions (such as gas mixtures with high ethane, nitrogen, and carbon dioxide)

In fact, the R8-AGA8 sound speed calculations have been assessed to have an uncertainty of 0.2 % - double that of the equivalent AGA 10 equation of state. The R8 equation of state is assumed to have a slightly lower uncertainty than the GERG-2004 model since its equations for the pure fluids comprising the natural gas mixture are more accurate. For this reason, R8 is taken to be the baseline when comparing the various equations of state in later sections.

3. RESULTS

In all cases the five equations of state agree within the uncertainty limits given in Table 3. As expected, the five equations of state agree best at higher temperatures and at lower pressures where virial effects are less significant. At higher temperatures the molecular kinetic energy is larger so that the molecular velocity (on average) is larger. The faster moving molecules are less affected by the intermolecular forces responsible for virial effects. Likewise, at low pressures the gas molecules are generally spaced further apart (i.e., larger mean free path) so that intermolecular forces are less significant. These pressure and temperature trends are exhibited in the

\(^5\)Consult the references in Table 3 for the full range of compositions, pressures, and temperatures that the uncertainty limits are applicable.
comparison data of the five equations of state in Sections 3.1, 3.2, and 3.3. In particular, for all of the compared properties the differences between the equations of state decrease at higher temperatures and tend toward zero at lower pressures.

No comparison data is presented for the isentropic exponent ($\kappa$). The maximum difference for $\kappa$ between the five equations of state is only 0.42%. This small difference has no significant impact on any of the flowmeters used for high pressure natural gas flows. For example, the expansion factor\(^6\) (which is used to account for compressibility effects in orifice meters) is affected by less than 0.037% - an insignificant fraction of the total uncertainty of an orifice plate flow measurement.

### 3.1. Compressibility Factor ($Z$) Comparison Results

The compressibility factor ($Z$) is of the utmost importance in applications involving the flow and energy measurement of natural gases. Many of the flowmeters used to meter natural gas (e.g., turbine meters, positive displacement meters, and ultrasonic flowmeters) measure volumetric flow. However, mass flow is often required. The compressibility factor is used to determine the density, which in turn, is used to convert from volumetric flow to mass flow (or equivalently volumetric flow at specified reference conditions). In addition, $Z$ is important for calculating several other thermodynamic quantities including the heat capacity, enthalpy, entropy, speed of sound, and chemical potential. Figures 1, 2, and 3 show the percent difference of the compressibility factor for the five thermodynamic models at three temperatures $T = 270 \, \text{K}$, $T = 293.15 \, \text{K}$, and $T = 330 \, \text{K}$, respectively.

In Figs. 1 through 3 the $Z$ values of the five equations of state generally agreed to better than 0.05%. Differences larger than 0.05% occurred for select gas compositions with the R7, R8-AGA8, and AGA 10 equations of state.

The R7 equation of state showed differences larger than 0.05% for the Ekofisk and CEESI Colorado High Ethane gas mixtures (i.e., two gases with ethane concentrations above 8%) and for High N$_2$/CO$_2$ (i.e., a gas with CO$_2$ concentration above 7%). For High N$_2$/CO$_2$ gas at $T = 270 \, \text{K}$ the difference was as large as 0.19%. The differences for all of the problem gases decreased with increasing temperature so that at $T = 330 \, \text{K}$ the differences were less than 0.05%. The differences observed at the lower temperatures have been confirmed experimentally for gases rich in ethane and for gases rich in CO$_2$ [2].

The AGA 10 and R8-AGA8 equations of state agreed to better than 0.0001% for all but one gas composition (i.e., CEESI Colorado High Ethane gas), which differed by no more than 0.009%. This difference is likely caused by the ethane concentration exceeding the normal limits specified in AGA 8 (see Table 1). Both AGA 10 and R8-AGA8 agreed with R8 to better than 0.05% for all but the High N$_2$ gas composition at $T = 270 \, \text{K}$. In this case the difference was less than 0.075%. Good agreement was also found between the R8-GERG and R8 which differed by no more than 0.018% for all eight gases in Figs. 1 through 3. The good agreement between the four equations of state (i.e., R8-AGA8, AGA 10, R8-GERG, and R8) has also been confirmed experimentally [2]. However, experimental results are in better agreement with R8-GERG rather than the R8-AGA8 (or AGA 10) equations of state, especially at lower temperatures and higher pressures.

For the CEESI Iowa gas composition all five equations of state agreed to better than 0.014% over the entire pressure range and for all three temperatures. This good agreement is a consequence of the high methane concentration (approximately 95.6%) and low amounts of heavy hydrocarbons (i.e., hexane less than 0.01%). The good agreement suggest that for this gas composition the uncertainty of the equations of state are significantly lower than the values given in Table 3.

Below we summarize how these results apply to natural gas flow measurement applications requiring the compressibility factor:

1) Using R7 at low temperatures for natural gases rich in ethane or rich in CO$_2$ introduces additional uncertainty.

\(^{6}\) The expansion factor calculations are based on correlations in AGA 3 [8]
2) AGA 10 and R8-AGA8 are identical for $Z$ calculations.

3) The four equations of state (i.e., AGA 10, R8-AGA8, R8-GERG, and R8) generally agree to better than 0.05% for the eight gas compositions in Table 1 for $270 \, K \leq T \leq 330 \, K$ up to 10 MPa.

4) The CEESI Iowa gas mixture (i.e., more than 95% methane and low amounts of heavy hydrocarbons) have compressibility factors that are easily characterized by existing equations of state, and are therefore ideal for flow measurement applications requiring density determination.
Figure 1. Percent difference between the compressibility factor ($Z$) of five thermodynamic models with R8 at $T = 270$ K where $P_{\text{ref}} = 101.325$ kPa.
Figure 2. Percent difference between the compressibility factor ($Z$) of five thermodynamic models with R8 at $T = 293.15$ K and $P_{\text{ref}} = 101.325$ kPa.
Figure 3. Percent difference between the compressibility factor ($Z$) of five thermodynamic models with R8 at $T = 330$ K and $P_{\text{ref}} = 101.325$ kPa.
3.2. Speed of Sound (a) Comparison Results

Multipath inline ultrasonic flowmeters are quickly becoming the industry standard for the custody transfer of dry pipeline quality natural gas. The flowmeter’s popularity is a result of its good stability, high accuracy (after calibration), and numerous diagnostics. These diagnostics can help troubleshoot both the meter’s performance as well as identify problems related to the flow/energy measurement process.

The flowmeter’s ability to measure the speed of sound is the basis of several of its diagnostic capabilities. In practice, differences between the flowmeter reported speed of sound and the sound speed computed by a suitable equation of state can be used to identify problems with 1) the gas temperature measurement; 2) the gas pressure measurement; 3) the gas composition analysis; 4) the flowmeter’s timing system; and/or 5) dimensional measurements of the transducer path lengths.

During a NIST flow calibration, the typical differences in the measured and calculated sound speeds are less than 0.1 %. During a zero flow verification test (i.e., dry calibration), the maximum deviation compliant with AGA 9 is 0.2 %; however, most manufacturers design their meters to exceed these minimum expectations. If the threshold for the sound speed diagnostic is based on the level of agreement found during a flow calibration, then the uncertainty in the sound speed calculation should be 0.1 % or less. Furthermore, since the measurement conditions (i.e., gas composition, pressure, and temperature) can differ significantly between the time when the flowmeter was calibrated in the laboratory and its use in the field, the calculated speed of sound must be independent of these parameters to levels better than 0.1 %.

Current industry practice is to calculate the speed of sound using AGA 10. For the ethane-rich gases in Fig. 4 (i.e., Ekofisk and CEESI Colorado High Ethane) the AGA 10 sound speed ($a_{AGA10}$) deviates from the more accurate $a_R$ and $a_{R-GERG}$ by more than 0.1 % at high pressures. Assuming that $a_R$ is correct, the error levels shown in Fig. 4 would trigger an alarm by the ultrasonic flowmeter sound speed diagnostic. However, in this case the cause of the alarm would be attributed to errors in the equation of state, and not the flow/energy measurement process.

Problems with low temperature (i.e., $T < 270$ K) sound speed calculations in AGA 10 have been documented by the measurements of Younglove [9] in reference [2] for gases rich in ethane. The problem is likely attributed to 1) the lack of low temperature (i.e., $T < 270$ K) sound speed data during the formulation of the equation of state [2], and 2) a limited number of mixture compositions in the available sound speed data [10].

Analogous problems have been found for R7 at low temperatures. The High N$_2$/CO$_2$ gas at $T = 270$ K shown in Fig. 4 is one example of this problem. In this case the discrepancy between R7 and R8 is as large as 0.16 %. This difference persists even at the highest temperature of $T = 330$ K. The problems with the R7 speed of sound calculations are also discussed in reference 2 [2].

In general, Figs. 4 through 6 show if the low temperature ethane-rich gas compositions are excluded, $a_{AGA10}$ agrees with both $a_R$ and $a_{R-GERG}$ to better than 0.05 % for the majority of the gases over most (in some cases all) of the pressure range. Therefore, problems with AGA 10 sound speed calculations appear to be limited to low temperatures for select gas compositions. Finally, as expected, the AGA 10 and R8-AGA8 sound speed calculations are equivalent, $a_{AGA10} = a_{R8-AGA8}$.

The agreement between the $a_{R8-GERG}$ and $a_R$ is better than 0.01 % except at $T = 270$ K and P/Pref > 80 where differences can be as large as 0.05 %.

Below we summarize how these results apply to natural gas flow measurement applications requiring the speed of sound:

1) AGA 10 and R8-AGA8 are identical for sound speed calculations.

2) Either R8 or R8-GERG equations of state should be used for low temperature ($T < 270$ K) sound speed calculations at high pressures.
3) Calculation of the critical flow factor using R7, AGA 10 (or R8-AGA8) will likely incur larger uncertainties attributed to the need to calculate the sound speed at the CFV throat where the temperature will be significantly less than the stagnation temperature, $T_0$.

4) Natural gas mixtures like the CEESI Iowa gas (more than 95% methane) and low amounts of heavy hydrocarbons have sound speeds that are easily characterized by existing models, thereby making this composition ideal for flow measurement applications involving ultrasonic flowmeters and CFVs.
Figure 4. Percent difference between the speed of sound \((a)\) of five thermodynamic models with R8 at \(T = 270\) K where \(P_{\text{ref}} = 101.325\) kPa.
Figure 5. Percent difference between the speed of sound \((a)\) of five thermodynamic models with R8 at \(T = 293.15\, \text{K}\) where \(P_{\text{ref}} = 101.325\, \text{kPa}\).
Figure 6. Percent difference between the speed of sound ($a$) of five thermodynamic models with R8 at $T = 330$ K where $P_{\text{ref}} = 101.325$ kPa.
3.3. Critical Flow Factor (C*) Comparison Results

Critical flow venturis (CFVs) are widely used in the natural gas flowmetering community both as transfer standards [11] and as working standards [12, 13] to calibrate other flowmeters. Procedures detailing how CFVs are used in flow measurement applications are given in ISO 9300 [14]. Under choked flow conditions the CFV mass flow is

\[
\dot{m} = \frac{C_d A^* C^* P_0 \sqrt{M}}{\sqrt{R_d T_0}}
\]

(1)

where \(P_0\) is the stagnation pressure; \(T_0\) is the stagnation temperature; \(C_d\) is the discharge coefficient determined by calibration; \(A^*\) is the throat cross sectional area; \(M\) is the molar mass; \(R_d\) is the universal gas constant; and \(C^*\) is the critical flow factor.

The critical flow factor accounts for virial effects in CFV flows. When the fluid medium is a natural gas mixture at high pressure, virial effects are generally significant. In this case, accurate flow measurements rely heavily on the accuracy of the critical flow factor, as seen in Eqn. 1 where the flow is linearly dependent on \(C^*\). Accurate \(C^*\) values, in turn, depend on the accuracy of the thermodynamic properties density and sound speed, as seen in the definition of the critical flow factor [15]

\[
C^* = \frac{\rho^* a^*}{P_0 \sqrt{M}} \frac{\sqrt{R_d T_0}}{P_0 \sqrt{M}}
\]

(2)

where \(\rho^*\) and \(a^*\) are the density and speed of sound at the CFV throat (i.e., minimum cross sectional area). Here, \(\rho^*\) and \(a^*\) are determined by simultaneously solving the following two equations [16]

\[
h_0 = h^* + a^* s^* / 2
\]

(3)

\[
s_0 = s^*
\]

(4)

where \(h_0\) and \(s_0\) are the enthalpy and entropy evaluated at the stagnation conditions; and \(h^*\) and \(s^*\) are the enthalpy and entropy at the CFV throat. These equations relate the known stagnation conditions in the upstream piping of a CFV to the conditions at its throat. Thus, the throat conditions are not arbitrary, but are unique for a given gas composition and stagnation conditions.

To determine \(C^*\) Eqns. 3 and 4 are solved for \(\rho^*\) and \(a^*\), which in turn are substituted into Eqn. 2. In general, Eqns. 3 and 4 must be solved numerically, using a suitable equation of state to evaluate the thermodynamic properties. Many thermodynamic packages (e.g., AGA 10, R8, R8-GERG, R8-AGA8, etc.) have added \(C^*\) to the list of thermodynamic properties that can be calculated by the software. Thermodynamic packages with this capability typically calculate \(C^*\) based on user input values of \(P_0\), \(T_0\), and gas composition. For software packages not having this capability such as R7, the user must solve Eqns. 3 and 4 on their own.

In this work \(C^*\) values for R7 were computed in an Excel spreadsheet following the numerical method outlined in the Appendix. For the other four equations of state, \(C^*\) was calculated by the software package as a function of \(P_0\), \(T_0\), and gas composition. Figures 7 through 9 show the differences in \(C^*\) values calculated by the five equations of state. In all the figures the \(C^*\) values computed using the AGA 10 equation of state had discontinuities. In some cases the discontinuities were as large as 0.075 %. The y-axis scaling was decreased in Figs. 8 and 9 to clearly show the size of the discontinuities.

The R8-AGA8 equation of state (which in Sections 3.1 and 3.2 was shown to have identical compressibility factors, \(Z_{R8,AGA8} = Z_{AGA10}\)) and sound speeds, \(a_{R8,AGA8} = a_{AGA10}\) did not exhibit any discontinuities. We therefore conjecture that the discontinuities in \(C_{AGA10}\) are related to the numerical method used to solve Eqns. 3 and 4. Probably a problem related to the convergence criteria.

Currently, there are no experimental measurements of \(C^*\) to compare to the predictions made by the various equations of state. Since discrepancies in the \(C^*\) predictions...
cannot be rectified by comparison with data, one should 1) use equations of state with the lowest possible uncertainty budgets for sound speed and density, and 2) avoid using CFVs in (if possible) gas compositions, temperatures, and pressures where equally valid thermodynamic models disagree. Using this approach we would avoid the poor performance of the R8-AGA8 equation of state for Ekofisk natural gas in Fig. 7 based on the problems we identified with computing the sound speed in Fig. 4. On the other hand, gas compositions for which all the equations of state agree (such as the CEESI Iowa gas) are ideal for low uncertainty CFV applications.

In CFV applications the gas at the throat cross section will be significantly cooler than the upstream stagnation temperature attributed to the conversion of sensible energy into directed kinetic energy (or velocity). For example, for methane gas at upstream stagnation conditions of 10 MPa and 293.15 K, the throat temperature will be 248.06 K. Consequently, $C^*$ should be calculated using equations of state (e.g., R8 or R8-GERG) that give the highest accuracy of density and sound speed at low temperatures and high pressures.
Figure 7. Percent difference between the critical flow factor \( (C^*) \) of five thermodynamic models with R8 at \( T = 270 \text{ K} \) where \( P_{\text{ref}} = 101.325 \text{ kPa} \).
Figure 8. Percent difference between the critical flow factor ($C^*$) of five thermodynamic models with R8 at $T = 293.15$ K where $P_{\text{ref}} = 101.325$ kPa.
Figure 9. Percent difference between the critical flow factor ($C^*$) of five thermodynamic models with R8 at $T = 330$ K where $P_{\text{ref}} = 101.325$ kPa.
4. SUMMARY AND CONCLUSIONS
This work compared five equations of state commonly used in the natural gas flowmetering industry. The manuscript addressed how biases between these models could adversely affect flow measurement of various flowmeter types. In particular, we considered the compressibility factor, sound speed, critical flow factor, and isentropic exponent for eight gas types at pressures up to 10 MPa and at temperatures between 270 K and 330 K.

Biases in the isentropic exponent (which is used to calculate the expansion factor for orifice meters) were too small (i.e., less than 0.42 %) to impact orifice flow measurements.

The compressibility factor and sound speed were generally consistent between the five equations of state except at low temperatures for gas compositions rich in ethane or CO$_2$. The differences in the speed of sound were as large as 0.17 %. Biases of this level could negatively impact the sound speed diagnostics associated with ultrasonic flowmeters. Worse yet, these biases could impair accurate calculation of the critical flow factor for CFV flowmetering applications.

The commonly used AGA 10 equations of state had unexplained discontinuities in its calculated critical flow factor as large as 0.075 %. For the other four equations of state, the differences in the critical flow factor varied from less than 0.031 % to almost 0.5 %, depending on gas composition, pressure, and temperature. The accuracy of CFVs depend on accurate values of the critical flow factor. At the present, no high accuracy measurements are available for the critical flow factor, and values must be obtained from thermodynamic equations of state. For gas compositions at conditions where large discrepancies exist between the best equations of state, the accuracy of CFVs are compromised.
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APPENDIX

Critical Flow Factor Calculations

In general, Eqns. 3 and 4 must be solved iteratively using an accurate thermodynamic equation of state. The procedure suggested in the

ASME standard MFC-7M [15] gives a procedure for solving Eqns. 3 and 4 of Section 3.1 to determine the critical flow factor. However, the procedure was written more than 20 years ago, and implicitly assumed that the CFV user would calculate enthalpy, entropy, sound speed, etc. from the compressibility factor explicit in temperature and pressure in conjunction with the ideal gas heat capacity. Consequently, the procedure given was generic, and gave CFV end-users flexibility to select the appropriate numerical algorithms.

Unfortunately, many CFV users are not adept using numerical methods. Consequently, the flexibility built into the MFC-7M solution procedure has caused confusion, and has lead to solution methods that are cumbersome to use, converge slowly, and occasionally give the wrong (or only partially converged) values of \( C^* \). To provide guidance we herein outline a numerical procedure that can be used to compute \( C^* \). The following method was implemented into an Excel spreadsheet to compute \( C^* \) values using the REFPROP 7 equation of state discussed in this work.

A Numerical Procedure to Compute \( C^* \)

1) Use the thermodynamic equation of state to compute \( s_0 = s(T_0, P_0) \) and \( h_0 = h(T_0, P_0) \) at the stagnation conditions \( T_0 \) and \( P_0 \). (For simplicity composition dependence is not shown.)

2) Define the throat enthalpy, \( h^* = h(T^*, s^*) \), and the throat sound speed, \( a^* = a(T^*, s^*) \), as a function of the throat entropy, \( s^* = s_0 \), which is equal to the stagnation entropy (and is known from the stagnation conditions in step 1), and the unknown throat temperature, \( T^* \), which must be determined.

Equation 3 and 4 are reduced to a single equation with \( T^* \) as the only unknown.

\[
h_0 = h(T^*, s^*) + a^2(T^*, s^*)/2 \quad (5)
\]

However, \( T^* \) must be solved numerically as it is an implicit function of both the enthalpy and the square of the sound speed.

3) Define a percent difference error function for the \( n^{th} \) iteration
equal to the percent difference between throat variables (i.e., the throat enthalpy and kinetic energy) and the stagnation enthalpy. By definition, if \( \varepsilon_n = 0 \) then \( T_n^* = T^* \) (i.e., Eqn. 5 is satisfied so that the iterative procedure is converged).

4) Define an acceptable convergence tolerance (e.g., tolerance = 0.000001)

5) Guess Initial Conditions:
   a) Guess two throat temperatures: \( T_1 = 2T_0 / (\gamma + 1) \) and \( T_2 = (T_1 + T_0) / 2 \) (Note any reasonable choices for temperatures are adequate to start the iterative procedure.)
   b) Calculate the values of the error function for the two guessed temperatures \( T_1^* \) and \( T_2^* \) using Eqn. 6. These values of the error function are taken to be the errors for the 1st and 2nd iterations, \( \varepsilon_1 = \varepsilon(T_1^*) \) and \( \varepsilon_2 = \varepsilon(T_2^*) \).

6) Use the Newton-Raphson Iteration method [17] to determine \( T_{n+1}^* \) for the next iteration.

\[
T_{n+1}^* = T_n^* - \varepsilon_n \frac{d\varepsilon}{dT} \bigg|_n
\]

(7)

where the derivative term is estimated numerically by

\[
\frac{d\varepsilon}{dT} \bigg|_n = \frac{\varepsilon_n - \varepsilon_{n-1}}{T_n^* - T_{n-1}^*}
\]

(8)

7) Calculate the error function for the new temperature, \( T_{n+1}^* \) using Eqn. 6, \( \varepsilon_{n+1} = \varepsilon(T_{n+1}^*) \).

8) Check to see if \( |\varepsilon_{n+1}| < \text{tolerance} \). If yes, proceed to step 9, and if not return to step 6 and complete another iteration (i.e., increase \( n \) by one).

9) The value of \( T_{n+1}^* \) determined from step 6 is the converged throat temperature (based on the selected tolerance). Use \( T^* = T_{n+1}^* \) along with known throat entropy \( (s^*) \) to calculate the following:
   a) the throat density, \( \rho^* = \rho(T^*,s^*) \), and
   b) the throat sound speed, \( a^* = a(T^*,s^*) \).

10) Use Eqn. 2 to compute \( C^* \)